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Preface

Since 1992, the Italian Society for Applied and Industrial Mathematics (SIMAI) holds a biennial congress gathering contributions of researchers from academia and industry working on industrial and applied mathematics problems. This book collects the abstracts of the talks and plenary lectures given at the SIMAI Congress 2016 that took place in Milano, Italy, from September 13 to September 16, 2016. We are extremely satisfied that so many people have shown their interest in this meeting. In addition to 6 invited plenary lectures, we had more than 360 contributions from Italy and many other European countries, organized into 64 minisymposia. The contributions contained in this book cover both theoretical aspects and practical applications of mathematics and scientific computing. Topics include the analysis of evolution and dissipative processes, stochastic modeling, numerical methodologies such as computational optimization, advanced numerical methods for PDEs, conservation laws and inverse problems, optimal control, model reduction and high-performance computing, as well as statistical methodologies for the treatment of complex data and signals. A wide range of applications is covered from life science and biology to geophysics, from image processing to petroleum engineering and quantitative finance. We would like to thank all participants for their valuable contributions. In particular we mention the fundamental contribution of the minisymposia organizers. Special thanks are due to the invited speakers: P. Antonietti (Politecnico di Milano), A. Buffa (IMATI-CNR), A. Pontremoli (Dallara Automobili), Wil Schilders (TU Eindhoven), A. Quarteroni (EPFL), and G. Toscani (University of Pavia), for contributing to the success of the conference with the high quality of their contributions. We gratefully acknowledge the support of the industrial sponsors: Mathesia, MOXOFF, Noesis and SpingerNature. Finally we would like to thank the Politecnico di Milano for hosting the Congress and, in particular, the Eventimate Team (Anna Rho and Laura Guarino) for the logistic support in the organization of the conference and Luca Lo Curto for the technical support. Moreover we thank and all volunteers (mainly post-doc and PhD students) for their help during the meeting. We believe that the wide range of applications and the scientific quality of the contributions collected in this book represent the best evidence of the important role that the industrial and applied mathematics can play in our society. We believe that this book gives an up-to-date description of the state of the art of the research in industrial and applied mathematics in Italy.

Milano, Italy

The Organizing Committee

September 2016
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Boundary stabilization of a flexible beam with a tip rigid body without dissipativity

Moulay Driss Aouragh
FST. Moulay Ismail University, M2I laboratory, MAMCS Group, Comp. sciences Dept. B.O. BOX 509, Boutalamine, Errachidia-Morocco
d.aouragh@fste.umi.ac.ma

Abderrahman El Boukili
FST. Moulay Ismail University, M2I laboratory, B.O. BOX 509, Boutalamine, Errachidia-Morocco
aelboukili@gmail.com

A linear feedback control is designed regardless of dissipativity of the system of a flexible structure modeled by an Euler-Bernoulli beam which is held by a rigid hub at one end and totally free at the other [1]. To realize the uniform stabilization, the high derivative feedback control is usually required. However, on the other hand, the design of the high derivative feedback controllers in literature are mainly based on principle of passivity that makes the closed-loop system be dissipative so that the system is at least asymptotically stable by lyapunov function method. In applications, on the other hand, there are many ways of designing controllers that make system practically uniformly stable but there is no dissipativity which usually brings the difficulty of theoretical proof for the uniform stability of the system. The approach used here is so called Riesz basis approach [2] that is recently used to study the basis generation, exponential stability and distribution of eigenvalues of the Euler-Bernoulli beam equations.
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Modeling spatio-temporal functional data with complex dependencies via regression with partial differential regularizations
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We present the model introduced in [1] for the analysis of functional data with complex dependencies, such as spatially dependent curves or time dependent surfaces. The model is based on the idea of regression with partial differential regularizations. Among the various modeling features, the proposed method is able to deal with spatial domains featuring peninsulas, islands and other complex geometries. Space-varying covariate information is included in the models via a semiparametric framework. The estimators have a penalized regression form, they are linear in the observed data values, and have good inferential properties. The use of numerical analysis techniques, and specifically of finite elements, makes the models computationally very efficient. The model is compared via simulations to other spatio-temporal techniques and it is illustrated via an application to the study of the annual production of waste in the municipalities of Venice province.
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Heat rectification and thermal wave propagation in graded materials

Isabella Carlomagno  
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David Jou  
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We investigate the effects of a composition gradient and of a non vanishing heat flux on the phase speed of thermal waves propagating along a graded system. To this end, we apply a generalized heat-transport equation which is capable to account for non-local and non-linear effects [4]. The results for high-frequency and low-frequency waves are compared. For low frequency, we discuss the conditions in which thermal waves may propagate in $Si_xGe_{1-x}$ and $(Bi_{1-x}Sb_x)_2Te_3$ alloys, with $x$ a suitable stoichiometric variable accounting for the variation of the composition along a given direction [2]. We also calculate the heat rectification coefficient of a composition-graded system of the type $AxB_{1-x}$, with A and B theoretical materials, and composition $x$ changing along the length of the system. The influence of composition spatial distribution, heat flux, length of the system, and minimum of thermal conductivity on the rectification coefficient is pointed out. It is observed a reversal in the direction of the rectification for increasing heat flux [1]. Finally, we study propagation of low-frequency thermal waves in graded $Si_xGe_{1-x}$, and show that in some ranges of stoichiometry variation one obtains rectification of thermal waves, i.e., the system allows the propagation of waves in one direction but not in the opposite one through the graded system, or through a thin graded layer separating two different systems [3].
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Non-Fourier heat transfer with phonons and electrons in circular thin layers

Vito Antonio Cimmelli
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A nonlocal model for heat transfer with phonons and electrons is applied to infer the steady-state radial temperature profile in a circular layer surrounding a inner hot component [6]. Such a profile, following by the numerical solution of the heat equation, predicts that the temperature behaves in an anomalous way, since for radial distances from the heat source smaller than the mean-free paths of phonons and electrons it increases with the radial distance [2].
The previous analysis is extended to a semi-metallic thin layer [1], which allows for different temperatures of phonons and electrons [3, 4]. Also in this case, the model predicts that in some range of distances from the heat source the temperature increases for increasing radial distances.
In both the situations considered above, the compatibility of this nonstandard temperature behavior with the second law of thermodynamics is investigated in view of the requirement of positive entropy production and of a nonlocal constitutive equation for the entropy flux [5]. It is shown that such a situation does not conflict with the restrictions imposed by second law of thermodynamics [1, 2].
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Approximation by max-product neural network operators activated by sigmoidal functions
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The theory of neural network (NN) operators (see e.g., [1], [2]) has been introduced and studied in the last ten years, and it is strictly related to the classical theory of artificial neural networks (NNs), see e.g., [1]. The NNs have been introduced in the 1900’s in order to construct a simple model for the human brain, which is able to represent all its main abilities. From a mathematical point of view, NNs are defined by finite linear combination of sigmoidal activation functions, suitably shifted and scaled by certain coefficients, weights and thresholds. The high number of parameters composing a NN makes this kind of tools very flexible, hence very useful for the applications in Approximation Theory, and in many other fields.

The definition of the max-product NN operators has been introduced in [1], and has been successively extended in [3]. Such families of nonlinear operators (more precisely sub-linear), allow us to approximate functions of one and several variables, by a constructive formula, and with an higher order of approximation with respect to their corresponding classical (linear) counterparts, studied in [2]. In [3], some estimate concerning the rate of convergence for the max-product NN operators have been proved employing the modulus of continuity of the functions being approximated. Moreover, a comparison with the results proved in [1], [2] is given. Finally, several examples of sigmoidal activation functions for which the above theory can be applied are given, together with some numerical examples for the approximation process studied.
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Multi scale modelling and model reduction for lithium-ion batteries
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Lithium-ion batteries present many modelling challenges, including complex electrochemical reaction, transport in porous materials, multi-scale random heterogeneous structure. Several approaches have been developed to describe and numerically solve micro- or meso-scale equations. However, for practical applications such as hybrid vehicles, there is an increasing need of fast online, yet accurate, simple reduced models. State-of-the-art macroscopic models for battery applications are defined by system identification techniques and fail to capture the intrinsic functional dependence of the parameters on the material attributes and to predict irreversible and complex non-linear phenomena such as fast (dis)charge and degradation. We present an analytical approach for model reduction, based on spectral analysis of the underlying PDEs, to develop simple and efficient reduced order models, as an alternative to classical equivalent circuit models. Starting from the well-know porous electrode theory and Newman’s model, we derive and solve simple differential equations that can retain the interesting features of the full model (e.g., solid diffusion, non-linearities). This model can easily be implemented in online battery management systems and can be coupled with advanced data-assimilation techniques. We also discuss the possibility of a full multi-scale approach by integrating pore-scale analysis of the porous micro-structures via fully resolved direct numerical simulations.
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Oxygen transport in the eye retina tissue: mathematical and computational modeling
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The retina is a complex matrix of neural cells lining the innermost surface of the eye globe. Light travels through its thickness before striking and activating the photoreceptors and the visual information is then relied to the brain by nerve bundles. The different neural cells present in the retina have highly stratified oxygen consumption rates, so that a “metabolic compartmentalization” can be identified. It is customary to distinguish two main retinal regions: i) the outer retina (OR), containing photoreceptor mitochondria, proximal to the sclera, avascular and nourished in oxygen by diffusion from the large pool represented by the choroidal circulation; ii) the inner retina (IR), proximal to the vitreous and nourished in oxygen by the embedded microcirculatory network.

In this work, we propose a mathematical model to study the oxygen pressure profile along the retinal depth. Our aim is to compute an analytic solution for the oxygen profile and use it to perform a sensitivity analysis study. Following several models in literature (see e.g. [3]), we adopt a subdivision of the OR into three layers (denoted by 1,2,3 respectively), while we represent the IR as a single layer (layer 4), ending up with a model partitioned in four layers. The phenomena we include are oxygen diffusion through the tissue, which is modeled with a constant diffusivity coefficient $D$ [cm$^2$/s] along all the depth and reaction/source terms. Letting $z \in [0, L_t]$ be the coordinate along the retinal thickness, we set $\Omega = (0, L_t)$ and we denote by $\Omega_j, j = 1, \ldots, 4$, such that $\Omega = \bigcup_{j=1,\ldots,4} \Omega_j$, the subdomains representing the four layers. The resulting model, upon averaging in the plane orthogonal to the retina thickness, yields the following 1D problem: find the oxygen tension $p$ [mmHg] such that

$$\begin{cases}
-D \frac{\partial^2 p}{\partial z^2} = S(p, p_c) - C(p) & \text{in } \Omega, \\
p(z = 0) = p_{ch}, \\
D \frac{\partial p}{\partial z} \bigg|_{z = L_t} = 0,
\end{cases}$$

where $p_{ch}$ is the prescribed source from the choroid, $S$ is the distributed oxygen source from blood circulation (with blood oxygen tension $p_c$) and $C$ the metabolic consumption.
term. The source and consumptions terms are given by:

\[ S(p, p_c) = \begin{cases} 0 & \text{in } \Omega_1, \Omega_2, \Omega_3, \\ f & \text{in } \Omega_4, \end{cases} \]

\( f \) being a prescribed constant, and

\[ C(p) = \begin{cases} q & \text{in } \Omega_1, \Omega_3, \Omega_4, \\ Q_{max} \frac{p}{p + k_{0.5}} & \text{in } \Omega_2, \end{cases} \]

where \( q \) is a prescribed constant \( (q = 0 \text{ in } \Omega_1, \Omega_3) \) and where the nonlinear Michaelis-Menten kinetics is used to model consumption in layer 2 (photoreceptor metabolism), \( Q_{max} \) being the maximal consumption rate and \( k_{0.5} \) the oxygen pressure at half maximal consumption rate.

According to the model assumptions, it is straightforward to find the solutions in layers 1, 3 (linear functions) and 4 (parabolic function). In layer 2 of the OR, we find an approximate analytical solution of the nonlinear diffusion-reaction problem by the so-called homotopy perturbation method (see [2] for a basic introduction to the method and [4] for an application similar to the one of this work). The resulting analytic expressions of \( p = p(z) \) in the different layers, depend parametrically on a set of constants which are saturated by joining adjacent layers. This is done by imposing the continuity of oxygen tension and oxygen flux. By doing this, we end up with a system of three equations in three unknowns (representing oxygen tensions at the interfaces between layers 1 and 2, 2 and 3, 3 and 4, respectively). The resolution of such a system, which is onerous due to the complexity of the solution in layer 2, is faced with the symbolic engine of MATLAB®.

We use the analytical expression of the total oxygen pressure profile to carry out a sensitivity study by computing the derivatives of the solution with respect to different parameters. Due to the complexity of the expressions, we perform such an analysis on two simplified models, obtained merging layers of the OR. Sensitivity results evidence that the reaction term in IR is the parameter to which the oxygen profile is most sensitive. As a matter of fact, the shape of the pressure profile is governed by the sign and value of \( S(p, p_c) - C(p) \) in the IR. This finding agrees with the experimental evidence of the delicate balance of oxygen supply-to-consumption existing in this region and with the clinical knowledge of the fact that impaired retinal circulation is a main determinant of retinal tissue pathologies.
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In the numerical treatment of large-scale Lyapunov equations, projection methods require solving a reduced Lyapunov problem to check convergence. As the approximation space expands, this solution takes an increasing portion of the overall computational effort. When data are symmetric, we show that the Frobenius norm of the residual matrix can be computed at significantly lower cost than with available methods, without explicitly solving the reduced problem. For certain classes of problems, the new residual norm expression combined with a memory-reducing device make classical Krylov strategies competitive with respect to more recent projection methods. In this talk, we present several numerical experiments that illustrate the effectiveness of the new implementation for standard and extended Krylov subspace methods.
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The aim of this work is the numerical simulation of continental rifting processes, motivated by the fact that these geological phenomena play a very relevant role in geodynamics investigations. In this sense a good portion of the research currently done about this topic by scientists consists in the analysis of analogical models, named sandbox, which try to reproduce the real behavior of the rifting phenomena. The development of a numerical sandbox, that was the objective of this work, is explained by the several issues inherent to the analogic experiments: they are expensive, they are extremely simplified, their results are mostly qualitative. The constitutive laws that control the motion of the numerical sandbox are described by a fully-nonlinear elasto-plastic rheology which is best suited for finite-strain deformations. The motion is described in a Lagrangian way since the spatial physical quantities that represent the variables of the problem are parametrized on the reference configuration. Thanks to the nondimensionalization of the equations a quasi-static motion is assumed. For the numerical discretization a three-field variational formulation of the problem has been taken into account in order to prevent the volumetric locking arising from the enforcement of a nearly isochoric deformation, as stated in [1]: an independent volume field is introduced together with its dual variable that can be interpreted as the Kirchhoff pressure. This leads to an additive decomposition of the Helmoltz free energy into its isochoric and volumetric parts. The implicit update of the state of the system is computed by means of the Newton-Raphson method. Using the Kröner-Lee decomposition, the deformation gradient is multiplicatively decomposed into its elastic and plastic parts. The constitutive update is computed point-wise on the spatial quadrature nodes: an elastic trial is firstly computed; if the trial deformation lies outside the elastic domain then the plastic exponential return map brings the nodal deformation back on the boundary of the elastic domain. A Drücker-Prager yield failure criterion and a non-associative flow rule have been considered since these are really good choices for geological applications, as stated in [2]. The developed code is written in C++, it is based on the deal.II finite element library, it works in parallel by means of the MPI
and multi-threading paradigms, it handles three-dimensional geometries. The results show the natural formation of shear bands with a V-pattern that the most-diffused softwares for geodynamics simulations are able to catch only if a weak seed is artificially added into the domain.
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The derivation of decay bounds for the entries of functions of matrices has attracted the interest of many researchers working in a wide range of applications, such as numerical analysis, harmonic analysis, quantum chemistry, signal processing, quantum information theory, multivariate statistics, queuing models, control of large-scale dynamical systems, quantum dynamics, random matrix theory, and others; see [1] and references therein. While decay bounds for functions of Hermitian banded matrices have been known for some time, only recently more structured sparsity patterns have been analyzed. Moreover, the non-Hermitian case is an especially challenging setting. By using Faber polynomial series we first extend results for Hermitian matrices to banded non-Hermitian matrices. We then describe the limitations of this approach in capturing the true decay in certain situations. Hence, we derive new bounds that accurately describe the decay behavior of Cauchy-Stieltjes functions of real non-Hermitian banded matrices. These results are then generalized to Kronecker sums of banded matrices.

This talk is based on current work in progress [2].
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The demand for telecommunication services has become increasingly urgent over the years, making the existing networks and infrastructure inadequate. In the late Seventies, the fiber-optic communications were introduced causing great progress of technological nature that allowed to exponentially increase the data traffic. The Nonlinear Schroedinger Equation governs the evolution of the complex envelope of signals propagating in optical fibers. The stochastic version of the Nonlinear Schroedinger Equation also introduces the presence of optical noise, which is added to non-linear effects of propagation along the fiber. For a single-mode fiber, the stochastic Nonlinear Schroedinger Equation in case of anomalous dispersion (focusing fiber) is

\[
\frac{\partial q}{\partial z}(z,t) = i \frac{\partial^2 q}{\partial t^2}(z,t) + iq(z,t)|q(z,t)|^2 + \eta(z,t)
\]

where \( q(z,t) \) is the complex field envelope, \( z \) is the normalized distance along the fiber, \( t \) is time in a frame moving with the the group velocity of the envelope, \( i \) is the imaginary unit and \( \eta(z,t) \) is the additive white Gaussian noise having zero mean.

The strong distortion of the optical signal makes it difficult to decode the information at the receiver (possibly located tens of kilometers away from the transmitter) and limits the transmission rate of the information itself. By referring to the Nonlinear Fourier Transform approach, used to treat exactly solvable nonlinear partial differential equations (as the deterministic Nonlinear Schroedinger Equation), nowadays the idea is to transmit information by encoding it not directly on the optical signal, but on the nonlinear spectrum associated with it. The forward Nonlinear Fourier Transform operation maps the initial envelope onto a set of scattering coefficients, related to both the discrete and the continuous spectrum. We focus on the behavior of the scattering coefficients along the propagation in order to understand and describe their statistics and, as a direct consequence, the properties of the channel. The comprehension of the non deterministic terms lays the foundation for understanding the influence of noise on the received spectra. We assume that the signal-to-noise ratio is high (\( \eta \) small) and we use a perturbation approach in order to determine the hierarchy of perturbation equations for the propagation of eigenvalues and scattering data. The zero-order perturbation leads to the deterministic Nonlinear Schroedinger Equation.
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The relation between the thermodynamic efficiency in thermoelectric coupling and the breakdown of the Onsager Symmetry (OS) [1] in nonlinear regime is pointed out. Some practical examples in which the OS is lost are analyzed, proving that this is due to the presence of nonlinear terms in the evolution equation for the heat flux [2]. Moreover, it is seen that, due to the breakdown of the OS, the Second Kelvin Relation [1, 5] of classical thermoelectricity changes in a more general expression, which is capable to influence the efficiency of thermoelectric coupling [2, 3]. It is also shown that the presence of a nonhomogeneous electric-charge distribution inside the conductor contributes to a reduction of the efficiency, since the motion of free charges results in an additional energy dissipation by Joule effect [4].
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The seismic wave propagation in a geological medium is often modelled by the acoustic 2D equation

\[ \ddot{p} = c(x, z)^2 \Delta p + \delta(x - x_0)\delta(z - z_0)s(t), \]

where \( p \) is the pressure of the wave, \( c \) is the velocity, and \( s(t) \) is the seismic wavelet, describing the variation of the seismic source in time.

Building an accurate numerical implementation of this equation is very important in the framework of Full Waveform Inversion, a classical contest of data inversion in which the numerical solution of the wave equation is compared with one or more seismograms in order to obtain information on the Earth’s subsurface [3].

If we use a finite difference grid to approximate the space domain, the approximation error depends on the space step \( dx \) and the order of approximation of spatial derivatives \( p \). Generally, the main relation that links these two parameters with the physical parameters is the numerical dispersion inequality

\[ dx < \frac{c_{\text{min}}}{f_{\text{max}} n}, \]

where \( n = n(p) \) is the number of points per wavelength, \( c_{\text{min}} \) is the minimum velocity of the model and \( f_{\text{max}} \) is the maximum frequency of the source signal \( s(t) \) [1].

Using the same order of approximation for all the grid points reduce the efficiency, because numerical dispersion is a local phenomenon that depends on the local velocity, while the numerical dispersion relation refers to the minimum velocity in the whole spatial domain.

In this work we describe a new numerical approach for the solution of the acoustic wave equation that optimizes the numerical dispersion relation on the basis of the local velocity of the grid nodes. In particular, the order of approximation of the spatial derivatives for a grid node is chosen as a function of a local numerical dispersion inequality

\[ dx < \frac{c_{\text{loc}}}{f_{\text{max}} n_{\text{loc}}}, \]
where $c_{loc}$ is the local velocity of the grid node and $n_{loc} = n_{loc}(p_{loc})$ is the number of points per local wavelength which is a function of the local order.

As an example of application Fig. 1a and Fig. 1b show the velocity model (a readjustment of a portion of the Marmousi model [2]) and the source-receiver layout used to simulate a seismic acquisition, respectively. In the numerical implementation we consider a recording length of $T = 2s$, a Ricker wavelet with $f_{\text{max}} = 30Hz$ and we set $dt = 2ms$, $dx = 27m$.

We compare twelve different solutions obtained with different orders of approximation of the spatial derivatives, identical for all the grid nodes, and an implementation that optimizes the order of approximation of the spatial derivatives for a grid node as a function of the local dispersion inequality. We report in Fig. 2a the misfit values between the twelve seismograms and an "exact" seismogram computed by a numerical solution with $dx = 9$ and $p = 24$, while in Fig. 2b we report the calculation time. As we can note, the optimized solution has a misfit value similar to the solution with $p = 24$, but the calculation time is similar to the solution with $p = 18$.

In conclusion our numerical scheme allows to create an adapting stiffness matrix to approximate the Laplacian operator that can be a good compromise between the simplicity of the classical finite difference method and the adaptivity of the finite element method.

**References**


Analysis of a growth model and an analogue stochastic process

Serena Spina  
Università degli Studi di Salerno  
Via Giovanni Paolo II, 132, 84084 Fisciano (SA), Italy  
sspina@unisa.it

Antonio Di Crescenzo  
Università degli Studi di Salerno  
Via Giovanni Paolo II, 132, 84084 Fisciano (SA), Italy  
adicrescenzo@unisa.it

Constructing mathematical models of real evolutionary phenomena is relevant in many fields. It is well known that the exponential curve is a basic model for the description of growth without constrains. However, limitations of the availability of nutrients and habitat, for example, make the exponential curve not appropriate for the description of long-term growth. Alternative formulations of growth models, mainly involving regulatory effects, have been proposed in the past to take into account that the population growth slows down when the resources run out, such as the logistic model and its generalizations, power, generalized von Bertalanffy, specialized von Bertalanffy, Richards, Smith, Blumberg, hyperbolic, generic, Schnute models (see, for example [5]).

Furthermore, in various settings the constant growth rate is substituted by a time-dependent rate. When it is replaced by a decreasing exponential function we obtain the Gompertz model of population growth, whereas another choice leads to the Korf type model.

In this work we introduce a new model of population growth, which is able to describe growth phenomena sharing some characteristics of the Gompertz and Korf laws:

\[ N(t) = y \exp\left\{ \frac{\alpha}{\beta} \left[ 1 - \left(1 + t\right)^{-\beta} \right] \right\}, \quad t > 0, \quad N(0) = y > 0, \quad \alpha, \beta > 0. \]

In particular, it has the same initial value and same initial slope of the Gompertz law, but for large times it grows slower than the Gompertz law, as well as the Korf curve. The new model has the same carrying capacity of the other two, but it is able to capture different evolutionary dynamics. The main properties of \( N(t) \) are investigated, with special attention to the correction function, the relative growth rate, the inflection point, the maximum specific growth rate, the lag time and the threshold crossing problem. A comparison to the Gompertz and Korf models is also performed. Moreover, some data analytic examples are considered in order to show that the new model can better describe some evolutionary phenomena with respect to the other ones.

However, stochastic fluctuations often are essential to describe real growth phenomena. Indeed, some growth models have been already formulated in the stochastic environment. For example, two examples of density-dependent birth-death processes whose means satisfy the logistic and Gompertz equations are given in [3], and a general theory for some non-homogeneous density-dependent birth-death processes has been developed in
with special applications to stochastic logistic growth. Other families of transient birth-death processes suitable to describe population growth have been studied recently in Di Crescenzo et al. [1]. Moreover, diffusion stochastic processes have been proposed to take into account environmental fluctuations.

In agreement with some of the previously mentioned investigations, we construct and study two suitable stochastic processes whose means correspond to the proposed growth model: a non-homogeneous birth-death process, and a simple birth process.

In particular, we analyze the transition probabilities, the mean, the variance and the population extinction probability of the non-homogeneous birth-death process. However, we point out that even though the birth-death process considered before has conditional mean identical to the growth curve, it is not appropriate to describe a “growth behavior” in strict sense, since its sample paths can be absorbed at 0. In order to describe a pure growth phenomenon, we investigate a simple birth process mimicking the new growth model, giving attention to its transition probabilities, the mean, the variance and the first passage time problem.

Finally, our study is supported by a scrutinized analysis of the model behaviour for different choices of the involved parameters.
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A family of space- and time-optimised prefactored compact schemes are developed that minimize the computational cost for given levels of numerical error in wave propagation phenomena, with special reference to aerodynamic sound. This work extends the approach of [2] to the class of prefactored compact high-order schemes developed by [1], in which their shorter stencil from the prefactorization leads to a simpler enforcement of numerical boundary conditions. Theoretical predictions for spatial and temporal error bounds are derived for the cost-optimized schemes and compared against benchmark schemes of current use in computational aeroacoustic applications in terms of computational cost for a given relative numerical error value. One- and two-dimensional test cases are presented to examine the effectiveness of the cost-optimized schemes for practical flow computations. An effectiveness up to about 50% higher than standard schemes is verified for the linear one-dimensional advection solver, which is a popular baseline solver kernel for computational physics problems. Substantial error reduction for a given cost is also obtained in the more complex case of a two-dimensional acoustic pulse propagation, provided the optimized schemes are made to operate close to their nominal design points. The present contribution, which is a follow-up of the work [3], provides a first verification of the predictive performance of a computational cost estimator of simple formulation,
showing that this linearly relates to the actual computational time recorded in numerical experiments on a high performance cluster. This work enables tailoring spatial and temporal coefficients of the prefactored compact finite-difference time-marching schemes to obtain aeroacoustic predictions within computational cost and numerical error bounds.
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Poking a pressurized shallow shell can, depending on its geometrical properties and the loading conditions applied, lead to surprising behaviour such as wrinkling. Using both analytical approaches and finite element simulations, this work aims to investigate the behaviour of indented pressurized shells, both near- and far- from the wrinkling threshold.

We considered the equations of the plate theory modified by including the effect of a radius of curvature and we investigate the dimensionless problem that depends on a single parameter \( \tau \), related to the tension in the shell due to the inflation. With a classic linear stability analysis, we compute both the critical indentation depth \( \delta_c \) at the onset of wrinkling and the wavenumber \( m \) of the wrinkles at the onset. Energy arguments reveal a novel scaling of wrinkle number with \( \tau \), highlighting the presence of an intermediate regime for pressurization that are large but not too large. The problem of the indentation of a shell is implemented in the finite element software Abaqus. Numerical results agree with the scaling predictions and show that, in the case of large pressurization, the wrinkle number increases with radial position and decreases for larger indentation depths. This spatial variation of the wrinkle wavelength \( \lambda \) is investigated using the recently proposed local \( \lambda \) law \([1]\).
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When dealing with parametrised numerical models an interesting point is the study of possible choices of parameters yielding a response with desired features. In this case, special care must be taken in selecting an appropriate reference output to which the numerical model should be calibrated. We consider the case of a numerical model with functional response, i.e. a model whose output quantity of interest depends on a continuous variable (e.g. time or space). An example can be the case of models for human electrophysiology, where the functional output is a synthetic electrocardiogram (ECG). We also consider to have a set of real (functional) observations, which can be thought as empirical realisations of the phenomenon described by the model or as a benchmark dataset, which we want to use to calibrate the model and reproduce its important features. We propose a novel statistical method that, instead of focusing on a single representative of the dataset, performs the calibration by using the whole dataset. Due to the complex nature of infinite-dimensional data, we exploit the statistical framework of Functional
Data Analysis (FDA) and the recently proposed notion of spatial quantiles for functional data to obtain a general and flexible family of calibration problems. This method, that can be interpreted as a form of nonlinear quantile regression for functional data, yields as special case the calibration to the (spatial) median of the reference dataset, but other quantiles can be profitably specified as well. We apply this technique to the case of differential models (ODE and PDE based) for the in-silico simulation of human ECGs, and we show the results of calibration to a real dataset of physiological traces.
Inertia-like behavior in magnetization dynamics: a numerical approximation
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We consider a mathematical model arising in micromagnetism. The model describes magnetization dynamics with inertial effects. We first prove global existence of weak solutions by using Faedo-Galerkin method. A semi-implicit finite difference scheme for the model is then proposed and a criterion of numerical stability is given. Some numerical experiments are conducted to show the performance of the scheme.
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In this talk, we present an eXtended Finite Element Method (XFEM) to simulate the fluid-structure interaction arising from a 3D flexible thick structure immersed in a fluid in presence of large displacements. The XFEM approach is able to treat discontinuities of the numerical solution along an interface that it is allowed to cross the elements, by enriching the approximation space with additional degrees of freedom [2]. The idea is to discretize independently the fluid and solid domains by generating two overlapped unstructured meshes and to consider the fluid-structure interface as a discontinuity for the fluid mesh. Due to the unfitted nature of the considered meshes, this method avoids the technical problems related to an Arbitrary Lagrangian-Eulerian (ALE) approach while maintaining an accurate description of the fluid-structure interface. The coupling between fluid and solid is taken into account by means of a Discontinuous Galerkin approach, which allows to weakly impose the interface conditions. The same framework was recently adopted in [1] and [3]. A possible application is the study of the interaction arising between blood and aortic valve leaflets since it is important for understanding their functional behaviour, for developing prosthetic valve devices and for post-surgery feedbacks.
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We consider symmetric and elliptic linear variational problems in a Hilbert space $V$. Generalizing standard conforming discretizations, we propose a nonconforming Galerkin method, which is fully stable and fully consistent. The first property guarantees that, for any load term in $V'$, the approximating function is well-defined and bounded in the energy norm. The second one ensures that the consistency error vanishes in $V$. Combining full stability and full consistency, we prove that our approximation is near-best and determine the quasi-optimality constant. We apply this framework to the discretization of second- and fourth-order model problems with the Crouzeix-Raviart and Morley element respectively.
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Integral equations and related numerical methods have reached nowadays a high level of maturity and applicability, which is documented by an enormous number of topics, e.g., acoustics, electromagnetics, elastodynamics, heat conduction, fluid mechanics, wave propagation, meteorology, space research, soil-structure interactions, geotechnical applications, geophysics, seismology, imaging and so on, and have become an outstanding example of high degree of interaction between numerical analysis, engineering and applied sciences. Despite this level of maturity, new theoretical results, numerical methods and applications seem to occur with an impressive speed. As a consequence, the purpose of this minisymposium is to present some of these significant new mathematical and computational developments, involving also issues of numerical integration, approximation theory, fast boundary element methods also coupled with finite elements or finite difference methods, and related recent applications. Theoretical and practical contributions are highly welcome.
Spectral Analysis of matrices coming from approximations of Integral Operators
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Let \( k(\cdot, \cdot) \) be a continuous kernel defined on \( \Omega \times \Omega, \) \( \Omega \) bounded subset of \( \mathbb{R}^d, \ d \geq 1, \) and let us consider the integral operator \( \tilde{K} \) from \( C(\Omega) \) into \( C(\Omega) \) (\( C(\Omega) \) set of continuous functions on \( \Omega \)) defined as the map

\[
f(x) \mapsto l(x) = \int_{\Omega} k(x, y) f(y) \, dy, \quad x \in \Omega.
\]

\( \tilde{K} \) is a compact operator and therefore its spectrum forms a bounded sequence having zero as unique accumulation point. Here we first consider in detail the approximation of \( \tilde{K} \) by using rectangle formula in the case where \( \Omega = [0,1] \) and the step is \( h = 1/n. \) The related linear application can be represented as a matrix \( A_n \) of size \( n. \) In accordance with the compact character of the continuous operator, we prove that \( \{A_n\} \sim \sigma 0 \) and \( \{A_n\} \sim \lambda 0, \) i.e., the considered sequence has singular values and eigenvalues clustered at zero. Moreover the cluster is strong in perfect analogy with the compactness of \( \tilde{K}. \) Several generalizations are sketched, with special attention to the general case of pure sampling sequences and to the case of boundary element approximations of partial differential equations. Few examples and numerical experiments are critically discussed, including the use of GMRES and preconditioned GMRES for large linear systems coming from the numerical approximation of integral equations of the form

\[
((I - \tilde{K}) f(t))(x) = g(x), \quad x \in \Omega,
\]

with \( (\tilde{K} f(t))(x) = \int_{\Omega} k(x, y) f(y) \, dy \) and datum \( g(x). \)
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For several elliptic, parabolic and hyperbolic interior and exterior problems, the fundamental solution of the related differential operator is known and this makes possible their reformulation into boundary integral equations. Boundary Element Methods (BEMs) combined with collocation or Galerkin techniques can then be applied to approximate the related solution with the remarkable advantage that the discretization process is applied on a domain with dimension reduced by one. Even if the first BEM implementations required a preliminary tiling of the boundary, already in the nineties a more robust formulation, called *curvilinear* BEMs, was introduced to avoid such drawback. Actually, the linear space used for the discretization by the curvilinear approach is obtained by lifting to the boundary geometry a basis directly defined in the whole parametric boundary domain. Thus we can say that the isogeometric formulation of BEMs (IGA–BEMs) recently introduced in the literature (see e.g. [1] and references therein) goes further in this direction because, considering that in the engineering context usually the boundary is assigned in B–spline form by standard CAD tools, IGA–BEMs use such functions also to generate the discretization space. Traditionally, as well as in the context of finite element methods, the Lagrangian basis of a certain degree $d$ was adopted which is nothing but a special basis of the space of $d$–degree splines with just $C^0$ smoothness at the knots.
Thus the IGA–BEMs are also much more flexible because the B–spline basis adopted for the discretization can be any refinement of the B–spline basis used by the CAD tools to define the boundary (for example multiple knots can be used in order to reduce the regularity required at some point). As a consequence of a discretization based on more regular spaces and in particular on B-splines, it seems almost a necessary step to switch from the traditional element–by–element assembly phase to a basis–oriented one, in order to speed-up the generation of the final linear system of equations.

Focusing on a symmetric Galerkin BEM (SGBEM), in this talk we will first of all show the performances of its isogeometric formulation [2] which has been checked by using a standard assembly phase. A key point of the preliminary code used for the experiments is its relying on highly accurate quadrature formulas applied on each boundary element to deal with the involved singular kernels [1]. Now, we are moving to a more efficient basis-oriented assembly phase, based on the development of new quadrature schemes, specific for integrals involving singular kernels, B-splines and boundary geometry. These integrals are split in the sum of a regular contribution, numerically evaluated using formulas given in [3] and a singular one treated by quadrature rules employing the so-called B-spline moments evaluated analytically. Preliminary results related to this new quadrature strategy will be also shown in the talk.
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Energetic BEM for the numerical analysis of damped wave propagation exterior problems
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The analysis of damping phenomena that occur in many physics and engineering problems, such as fluid dynamics, kinetic theory and semiconductors, is of particular interest. In waves propagation, the dissipation is generated by the interaction between the waves and the propagation medium and it can be also closely related to the dispersion. For the numerical solution of these types of problems, one needs accurate and stable approximations even on large time intervals.

In this context, time-dependent problems modeled by linear hyperbolic partial differential equations (PDEs) can be reformulated, knowing the fundamental solution of the partial differential operator at hand, in terms of boundary integral equations (BIEs) on the usually bounded surface of the domain and solved via boundary element methods (BEMs) [6].

Here, starting from a recently developed energetic space-time weak formulation, applied in particular to the BIEs related to classical wave propagation problems exterior to obstacles [1,2], and using the so-called Energetic BEM as discretization technique, we consider an extension for the damped wave equation in 2D space dimension, based on successful simulations related to the 1D case [3,4,5].

Several numerical results, for different values of viscous and material damping coefficients, will be presented and discussed, showing high accuracy and large time stability of the obtained approximate solutions, both on the obstacles and around them.
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On the discretization of a space-time boundary integral equation for the numerical solution of 3D time dependent scattering problems
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In the last decades, space-time Boundary Integral Equations (BIEs) have been successfully applied to wave propagation problems defined in the exterior of a bounded domain. Most of them, however, are for homogeneous problems with trivial initial data. Furthermore, the BIE is generally used to determine the problem solution at chosen points of the domain. Only in the last couple of years (see [1], [3], [2]), a BIE for the classical wave equation has been used to define a Non Reflecting Boundary Condition (NRBC) on a chosen artificial boundary, surrounding the computational domain. Its discretization is then coupled with that of the domain of interest by means of finite elements or finite differences. In the case of the classical 3D non homogeneous wave equation, the problem we consider is the following:

\[
\begin{align*}
\frac{1}{c^2} u_{tt}(x, t) - \Delta u^e(x, t) &= f(x, t) & \text{in } \Omega^e \times (0, T) \\
u(x, t) &= g(x, t) & \text{in } \Gamma \times (0, T) \\
u^e(x, 0) &= u_0(x) & \text{in } \Omega^e \\
u_t^e(x, 0) &= v_0(x) & \text{in } \Omega^e.
\end{align*}
\]

(1)

where \( \Omega^e = \mathbb{R}^3 \setminus \overline{\Omega} \), \( \Omega^e \) being a bounded open domain, having a smooth boundary \( \Gamma \), or the union \( \bigcup_{k=1}^N \Omega_k^e \) of well separated domains of this type. The BIE we consider for the numerical solution of (1) is the following single layer-double layer one (see [3]):

\[
\frac{1}{2} u(x, t) = \int_0^t \int_{\Gamma} G(x - y, t - \tau) \partial_n u(y, \tau) d\Gamma_y d\tau - \int_0^t \int_{\Gamma} \partial_n G(x - y, t - \tau) u(y, \tau) d\Gamma_y d\tau
+ I_{u_0}(x, t) + I_{v_0}(x, t) + I_f(x, t) \quad x \in \Gamma,
\]

(2)

where \( \partial_n = \partial_n y \) denotes the outward unit normal derivative on the boundary \( \Gamma \), for the problem defined in \( \Omega^e \), and \( I_{u_0}, I_{v_0}, I_f \) are the “volume” integrals generated by the non
homogeneous initial conditions and the non trivial source, respectively. Very recently, in [3] (see also [2]), for the solution of (1), we have proposed to use (2) also as a global Non Reflecting Boundary Condition, to be imposed on a chosen artificial boundary \( B \) delimiting the domain of interest \( \Omega \). This NRBC is interpreted as a relationship that the problem solution and its normal derivative must satisfy on \( B \), to avoid spurious reflections. It is of exact type, and it holds for a (smooth) surface of arbitrary shape; therefore, it can be used also in situations of multiple scattering, and even in more general ones. Moreover, it allows the problem to have non trivial data, whose (local) supports do not have necessarily to be included in the \( \Omega \) domain, as it is usually done, in particular when they are away from the domain of interest. In such a case, the proposed NRBC naturally includes the effects of these data and it is automatically transparent for outgoing waves as well as for incoming ones.

For the discretization of the BIE (2), or of the corresponding NRBC, namely for the approximation of the single and double layer operators, we have proposed a numerical scheme which is based on a second order Lubich discrete convolution quadrature formula (see [6]), for the discretization of the time integral, coupled with a classical collocation method in space. Its computational complexity is of order \( N \log N \), being \( N \) the total number of time steps performed, while that of the global (space-time) discretization is of order \( M^2N \log N \), where \( M \) is the number of collocation points chosen on the domain surface. The required working storage is \( M^2N \). We recall that, when the discretization of the bounded domain \( \Omega \) (where we apply the chosen finite element scheme) is refined, and the time step-size is simultaneously reduced, the accuracy of the NRBC discretization increases.

In all the papers where the above approach has been applied, the wave propagation velocity has been taken equal to 1, and also the dimension of the physical domains is of order 1. Furthermore, the final computational time instant \( T \) is generally not large, let us say, from 1 up to about 50. Of course, by properly scaling the variables, a problem of type (1) can always be reduced to this form. For example, in the case of velocity \( c \) and domain diameter \( d \), it is sufficient to set \( x = dx \) and \( t = \frac{dt}{c} \). This scaling, however, changes also the original time interval of integration \((0, T)\) into \((0, \overline{T})\), with \( \overline{T} = cT/d \). And in several applications, \( T \) is not small. This is the case, for example, of sources \( f \) far away from the domain \( \Omega \), or of multiple scattering - multiple sources problems, or of scattering from non convex domains having cavities; that is, wave propagation problems having a long transient phase. Thus, in these cases, \( \overline{T} \) turns out to be much larger that 50.

In particular, we consider 3D wave propagation problems in unbounded domains, such as those of acoustic waves in non viscous fluids, of seismic waves in (infinite) homogeneous isotropic materials, or of electromagnetic waves, where the propagation velocity \( c \) is much higher than 1. For example, for the acoustic waves in air and water we have \( c \approx 343 \text{ m/s} \) and \( c \approx 1500 \text{ m/s} \), respectively, while for seismic P waves in linear solids we may have \( c \approx 6000 \text{ m/s} \) or higher; for the electromagnetic waves in vacuum we have \( c \approx 3 \times 10^8 \text{ m/s} \).

We allow waves generated by sources, that can be located far away from the obstacles. Finally, we assume that the order of magnitude of the obstacles is much smaller than that of the wave velocity, and that the problem transients are not excessively short.

We show that for such problems, the computational cost and storage required by the numerical approach mentioned above can be significantly reduced by taking into account a property concerning the behavior of the coefficients of the (time) discrete convolution quadrature, that till now has been ignored. This allows to replace, in the above mentioned computational cost and working storage, the \( N \log N \) and \( N \) factors by a significantly
small integer $N_0$.

We note that in some papers (see [3], [4]), to reduce the method computational cost storage, some sparse approximations of the matrices generated by the chosen Lubich discrete convolution have been proposed and examined. However, these do not apply to the problems we are considering. Instead, they apply to a complementary case, where velocity and obstacle have similar orders of magnitude, and the time interval of integration is not large.

To justify the above mentioned reduction, we derive some bounds for the coefficients of the discrete convolution quadrature, when the wave propagation velocity is much higher than the obstacle dimensions. These bounds show how computational cost and work storage can be significantly reduced. Then, we apply the proposed numerical approach to several acoustic problems; these include cases where the BIE plays the role of a NRBC and multiple scattering - multiple source examples.
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We analyse the numerical approximation, by product integration rules, of Abel-Volterra integral equations of the second kind over long-time intervals. We study the stability with respect to a new class of non-parametric test equations and we investigate how the analytical and the numerical solution respond to certain perturbations in the kernel. This analysis extends to weakly singular equations the results obtained for regular kernels in continuous [1] and discrete [2] equations.
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Integral equations for free-molecule flow in MEMS microstructures: recent advancements

Patrick Fedeli
DICA Department, Politecnico di Milano
Piazza Leonardo da Vinci, 32 20133 - Milano Italy
patrick.fedeli@polimi.it

Attilio Frangi
DICA Department, Politecnico di Milano
Piazza Leonardo da Vinci, 32 20133 - Milano Italy
attilio.frangi@polimi.it

Gabriele Gattere
AMS Division, STMicroelectronics
Via Tolomeo, 1 20010 - Cornaredo Italy
gabriele.gattere@st.com

This work proposes an innovative simulation tool for the prediction of gas damping occurring in MEMS working in near vacuum at frequencies just above the audio band (i.e. around 20kHz). Recent improvements in the implementation based on multi-core parallelism and concepts of computer graphics allow to address almost full-scale realistic MEMS. Three different families of test devices (an example in Figure 1) have been designed, fabricated, tested and simulated, in order to confirm the ability of the numerical model. The groups represent standard building blocks of MEMS working in these conditions. Tests have been operated both at variable pressures in a vacuum chamber and in the closed package and demonstrate an accuracy in the order of 15%.

Figure 1: SEM overview of a comb-finger (CF) structure

Numerical model
The deterministic model implemented for the simulation, proposed in [4, 3], is an application of the collisionless Boltzmann equation [1, 2] which rests on the following assumptions: i) the mean free-molecule path is much larger than the typical dimension $d$ of the flow (i.e. $Kn \gg 1$); ii) molecules and solid surfaces interact according the diffuse-reflection model which basically states that molecules are re-emitted by the walls according to the wall equilibrium Maxwellian; iii) perturbations are small so that quadratic terms in the expansion of variables can be neglected. Moreover, if frequency $f$
of perturbations is slow with respect to thermal velocity, i.e. \( d \times f / \sqrt{2RT_0} \ll 1 \) (\( R \) is the universal gas constant divided by the molar mass and \( T_0 \) is the package temperature), the formulation can be further simplified leading to the model discussed herein. Let \( J(x, t) \) denote the linear term in the expansion of the flux of incoming molecules at point \( x \) of the MEMS surface. This scalar unknown is governed by the following “quasi-static” integral equation:

\[
J(x, t) = \sqrt{\pi} \hat{g}_n(x, t) - \frac{1}{\pi} \int_{S^+} J(y, t) (\mathbf{r} \cdot \mathbf{n}(x)) (\mathbf{r} \cdot \mathbf{n}(y)) \frac{1}{r^3} dS^+ \\
+ \frac{3}{2} \frac{1}{\sqrt{\pi}} \int_{S^+} (\mathbf{r} \cdot \hat{g}(y, t)) (\mathbf{r} \cdot \mathbf{n}(x)) (\mathbf{r} \cdot \mathbf{n}(y)) \frac{1}{r^5} dS
\]

where \( r = ||\mathbf{y} - \mathbf{x}|| \); \( \mathbf{n} \) is the outward normal to the surface; \( S^+ \) denotes the portion of surface visible from \( x \); \( \hat{g}(y, t) = g(y, t) / \sqrt{2RT_0} \) is the normalised velocity of surfaces, \( \hat{g}_n = \hat{g} \cdot n \) being its projection along \( n \). A posteriori a second integral equation provides the distribution of perturbation forces \( t \) on the structure:

\[
- \frac{t(x, t)}{\rho_0 2RT_0} = \frac{1}{4} J(x, t) \mathbf{n}(x) + \frac{1}{\sqrt{\pi}} \hat{g}_n(x, t) \mathbf{n}(x) + \frac{3}{2 \sqrt{\pi}} \hat{g}_t(x, t) - \frac{1}{\pi} \int_{S^+} \mathbf{r} (\mathbf{r} \cdot \mathbf{n}(x)) (\mathbf{r} \cdot \mathbf{n}(y)) \frac{1}{r^3} J(y, t) dS^+ \\
+ \frac{2}{\pi^{3/2}} \int_{S^+} \mathbf{r} (\mathbf{r} \cdot \hat{g}(y, t)) (\mathbf{r} \cdot \mathbf{n}(x)) (\mathbf{r} \cdot \mathbf{n}(y)) \frac{1}{r^5} dS
\]

where \( \hat{g}_t = \hat{g} - \hat{g}_n \mathbf{n} \). Apart from some special case where an analytical expression for \( t \) is available, the numerical solution of eqs. (1)-(2) is mandatory. A large-scale parallel implementation of the two integral equations, based on OpenMP architecture, allows to simulate realistic MEMS structures. Geometrically, surfaces are represented as the collection of non-overlapping “large” planar quadrangles (see Figure 2-a with an example of geometric model for a portion of CF structure). This choice, which greatly simplifies testing the visibility condition, is not a severe limitation since due to technological constraints the vast majority of MEMS is composed by piecewise planar surfaces. Next, each quadrangle is meshed with triangular elements with the required degree of refinement (Figure 2-b). In the present implementation \( J \) is modeled as piecewise constant over each triangle and is computed by eq. (1) using a GMRS (Generalized minimal residual method) solver. The output of the analysis is the force \( t \) exerted on the surfaces along any direction.
The visibility is tested only between centers of mass of elements and the integral terms in eqs. (1)-(2) are computed using a numerical approach over Gauss points for elements far by $x$ while analytically for triangles close together (see the Appendix). The force obtained by the simulation tool can be later post-processed as follows. The displacement $s$ of the deformable MEMS is assumed to be proportional to a given vector shape function: $s(y, t) = \psi(y)q(t)$. Hence one has that $t(x, t) = f(x)\dot{q}(t)$, where $f(x)$ is given by eq. (2) replacing $g$ with $\psi$. The equivalent damping term in the 1D reduced order model finally becomes:

$$\int_S t(x, t)\psi(x)dS = \left(\int_S f(x)\psi(x)dS\right)\dot{q} = B\dot{q}$$

where the integral is extended over the whole surface of the MEMS. The constant $B$ can be conveniently expressed as

$$B = \tilde{B}\rho_0\sqrt{2RT_0} = \tilde{B}p_0\sqrt{2/(RT_0)}$$

where $\tilde{B}$ is a coefficient with the dimensions of a surface which depends only on the problem geometry.

**Experiment and validation** The reliability of the modeling technique which estimates dissipation was obtained through the comparison between experimental measurement and numerical computation of the quality factor $Q$. Some of the results are collected in

![Figure 3](image-url)

**Figure 3:** CF device 13: Quality factor in the whole pressure range (a); zoom in the linear region (b)

The former plots the quality factor in the whole pressure range for a selected CF device. A zoom of the pressure range of interest (i.e. around 1 mbar) with the comparison between simulations and experiments is plotted in the second Figure. The relative error between the two sets of data is always less than 15%.

**Appendix** For a given element $E$ with center of mass $y$, the generalised pyramid is defined by the connections between a source point $x$ and the nodes of $E$. Moreover each edge $e$ of the element and the source point $x$ define a triangle of normal $N_i$ and angle at vertex $x$ equal to $\Delta \alpha$ (see Figure 4). The first integral term of eq. (1) for a given element $E$:

$$\int_E (\mathbf{r} \cdot \mathbf{n}(x))(\mathbf{r} \cdot \mathbf{n}(y))\frac{1}{r^4}dS_y = n_i(x)\int_E \frac{r_i}{r^4}n_k dS_y$$

where $n_i(x) = \frac{1}{2}(\mathbf{n}_i \cdot \mathbf{n}(x))$. These integrals can be computed analytically:

$$\int \frac{1}{r^4}dS_y = \frac{2}{3}\pi$$

and

$$\int \frac{r_i}{r^4}n_k dS_y = \frac{1}{2}\pi$$

for $i = 1$ and $k = 2$.
which is known as Lambert formula. The second integral term of eq. (1), which is equal to the first of eq. (2), for a given element $E$ and a constant $\tilde{g}$:

$$\int_E \frac{r_ir_jr_k}{r^4} n_k dS_y = \frac{1}{2} \sum_e \Delta\alpha N_i$$

$$\int_E (\mathbf{r} \cdot \mathbf{g}) (\mathbf{r} \cdot \mathbf{n}(\mathbf{x})) (\mathbf{r} \cdot \mathbf{n}(\mathbf{y})) \frac{1}{r^5} dS_y = \tilde{g}_i n_j(\mathbf{x}) \int_E \frac{r_ir_jr_k}{r^5} n_k dS_y$$

$$3 \int_E \frac{r_ir_jr_k}{r^5} n_k dS_y = \sum_e N_e \int_e \frac{r_i}{r^3} ds - \delta_{ij}\Omega$$

where $\Omega$ is the solid angle at the vertex $x$ of the generalised pyramid. The integral term in the second of eqs. (5) can be easily evaluated analytically. Finally, the second integral term of eq. (2) for a given element $E$ and a constant $\tilde{g}$:

$$\int_E (\mathbf{r} \cdot \mathbf{g}) (\mathbf{r} \cdot \mathbf{n}(\mathbf{x})) (\mathbf{r} \cdot \mathbf{n}(\mathbf{y})) \frac{1}{r^6} dS_y = \tilde{g}_i n_j(\mathbf{x}) e_m \int_E \frac{r_ir_jr_km}{r^6} n_k dS_y$$

$$8 \int_E \frac{r_ir_jr_km}{r^6} n_k dS_y = \sum_e \left[ \Delta\alpha(N_i\delta_{im} + N_i\delta_{jm}) + 2N_md \int_e \frac{r_ir_j}{r^4} ds \right]$$

where the integral term in the second of eqs. (6) can be integrated using Lambert formula.
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We consider the scattering of a wave by an obstacle of $\mathbb{R}^2$, having a sufficiently smooth boundary $\Gamma$. In particular, we solve the time-dependent wave equation in the finite computational domain $\Omega$, bounded internally by $\Gamma$ and externally by an artificial boundary $B$ where we impose an exact Non Reflecting (transparent) Boundary Condition (NRBC) (see [1]). The NRBC is defined through a space-time Boundary Integral Equation (BIE), which defines a relationship between the solution of the differential problem and its normal derivative on the artificial boundary $B$. We discretize the BIE on $B$ by combining a second order (in time) BDF convolution quadrature and a Galerkin (or a collocation) method in space. Such a discretization is then coupled with an unconditionally stable ODE time integrator and a FEM in space.

In previous works, we have tested the robustness of the proposed NRBC discretization, and its higher accuracy with respect to that of the associated FEM. Such properties justify a decoupling of the NRBC grid from that of the FEM. In particular, the discretization of the transparent condition can be constructed on a grid defined on $B$ which is coarser than the one inherited by the triangulation of $\Omega$. In this context, we propose a non conforming coupling of the FEM-BEM scheme, by using a mortar technique. The method consists in decomposing the FEM-BEM interface into two disjoint sides and in replacing the strong point-wise continuity condition of the traces of the solution on $B$ by a weak one, by imposing that the jump of the traces is orthogonal to a suitable multiplier space. Such an approach allows to reduce the computational cost of the NRBC and to couple discretizations of different type. We will present numerical results obtained for problems of waves scattered by fixed and rotating obstacles, non trivial data, and sources far away from the computational domain $\Omega$. 
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Regularization Methods for Image Reconstruction in Computed Tomography
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Digital Breast Tomosynthesis (DBT) is a 3D emerging technique for the diagnosis of breast tumors that has some advantages over the traditional 2D mammography suffering from the fact that the lesions can be hidden by overlaying tissues in the plane representation of a 3D object. In DBT the breast volume is reconstructed in a stack of 2D slices and the structure is resolved in space, reducing the impact of the overlapping tissues on the tumor and making easier the tumor detection by the radiologist. In DBT, usually 10-25 projections along a range of up to 40-45 degrees are obtained and from these projections a pseudo-3D representation of the object is reconstructed (see figure 1 for a schematic representation of the tomosynthesis system). DBT images are the grayscale representation of the attenuation coefficients of each voxel of the breast. If we suppose a monochromatic X-ray source, the continuous mathematical model of the image formation process is described by the Beer’s law that relates the measured values $\bar{g}_i^{(\theta)}$ at each pixel $i$ of the detector, for a fixed angle $\theta$, with the attenuation coefficient $\mu$ for each position $\mathbf{w}$ of the object:

$$\bar{g}_i^{(\theta)} = \exp \left(- \int_{L_0} \mu(\mathbf{w}) dl \right) + \bar{\eta}_i^{(\theta)}, \quad i = 1 \ldots N_p, \theta = 1, \ldots N_\theta,$$

where:

- $N_p$ is the number of pixels in the detector ($N_p$ is of the order of millions in the real systems);
• $N_\theta$ is the number of angles (common values are $10 \leq N_\theta \leq 25$ in the real systems);
• $L_\theta$ is the line followed by the X-ray beam through the object;
• $\mu(w)$ is the linear attenuation coefficient, at the position $w = (x, y, z)$, depending on the material in the object and characterizing the structures inside the object. We remind that denser materials, such as calcifications, have a greater attenuation coefficient;
• $\eta_i^{(\theta)}$ is the noise measured at the detector (pixel $i$, angle $\theta$) and it includes scattering and electronic noise.

The discretization of equation (1) is:

$$\tilde{g}_i^{(\theta)} = \exp \left( - \sum_{l=1}^{N_v} m_{il}^{(\theta)} \mu_l \right) + \eta_i^{(\theta)} \quad (2)$$

where:

• $N_v$ is the number of voxels (few billions in the real systems) in the discretized 3D object;
• $m_{il}^{(\theta)}$ is the element of a matrix $M^{(\theta)}$ obtained with the ray-tracing technique proposed by Siddon.

If we take the negative logarithm of (2) and we reorder all the resulting projections and noise elements in vectors $g$ and $\eta$ of length $N_p \cdot N_\theta$, we obtain the matrix equation:

$$g = Mf + \eta \quad (3)$$

where the matrix $M = m_{il}^{(\theta)}$ is sparse with size $(N_p \cdot N_\theta) \cdot N_v$ (in our case $N_p \cdot N_\theta < N_v$), and $f$ is the vector with elements $\mu_l, l = 1, \ldots, N_v$. Iterative statistical reconstruction algorithms, that maximize the similarity between the computed and measured projections at each iteration and enables the introduction of priors have some advantages over the traditional Filtered Back-Projection (FBP) method in the noise reduction and in the identification of the object borders. Investigation of iterative algorithms derived from complete data tomography and applied to DBT, such as Maximum Likelihood (ML) or Algebraic Iterative Algorithms (ART), can be found in [1].

Tomosynthesis reconstruction is an ill-posed problem both for the ill posedness of the continuous projection operator and for the data incompleteness, that causes infinite solutions to the underdetermined linear system (3). For this reason, the idea of using a regularization operator has been introduced in [3], with the double purpose of loosening up the consistency with the data and of selecting an image with the prescribed regularity. The regularization function makes assumption on the reconstructed image and forces the choices of one of the infinite possible solutions.

Recently, the compressed sensing theory [4] has been used in Computed Tomography (CT). If the image is supposed sparse in some domain, the minimization of the 1-norm in that domain guarantees the sparsity of the solution. For breast images, where the interest is to identify microcalcifications and/or masses, the image gradient is supposed to be sparse and the Total Variation (TV) regularization function has been successfully employed [3]. In this case, the minimization problem can have a constrained formulation:

$$\min_f TV(f) \quad s.t. \quad \|Mf - g\|_2^2 \leq \sigma \quad (4)$$
or an equivalent uncostrained formulation:

$$\min \| Mf - g \|^2_2 + \lambda TV(f).$$  \hspace{1cm} (5)

where the TV function is defined as \[2, 6\]:

$$TV(x) = \int_\Omega |\nabla x| dx$$  \hspace{1cm} (6)

where $\Omega$ is the image domain and $| \cdot |$ is the $L^2$ norm. Since the TV is not differentiable, usually it is substituted by a smooth differentiable function. In deblurring and/or denoising applications a small parameter $\beta$ is often added and a smoothed version of the TV function is obtained as:

$$TV_\beta(f) = \int_\Omega |\nabla f + \beta| df$$  \hspace{1cm} (7)

with $\beta$ a small positive value. In this paper we use this last strategy and $TV_\beta(f)$ is considered in place of $TV(f)$ in the following.

Some iterative algorithms for the solution of problem (4) or (5) applied to the reconstruction of 3D tomographic images have been investigated in literature. All the cited algorithms are first order algorithms, since they use only the gradient information of the objective function. We consider two iterative algorithms for the solution of (5): the Scaled Gradient projection (SGP) method \[5\] and the Fixed Point (FP) \[6\] method. The SGP method finds a nonnegative solution of the minimization problem (5). It is a gradient-like method accelerated by using a scaling matrix and the Barzilai-Borwein rules for the choice of the steplength. This algorithm has been recently proposed in imaging applications with very good results in terms of efficiency and precision. The FP method is a Newton-like method for the solution of the minimization problem (5), whose descent step is computed by solving a linear system. The coefficient matrix is an approximation of the Hessian of the objective function $J(f)$. The FP algorithm has been proposed for the solution of image denoising and image deblurring TV regularized problems due to its fast convergence. Some numerical results on a digital phantom used in DBT simulations showed that both methods give very good reconstructions in few iterations.
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We are concerned with the numerical solution of the exterior Neumann problem for the Laplace equation in two-dimensional domains with piecewise smooth boundaries. Let $\Omega \subset \mathbb{R}^2$ be an open, bounded simply connected domain, with a piecewise smooth Lipschitz boundary $\Gamma$. We shall assume that the boundary curve $\Gamma$ contains $r$ corner points $P_1, \ldots, P_r$ and is otherwise smooth. We consider the problem

$$
\begin{align*}
\Delta u &= 0, \quad \text{in } \mathbb{R}^2 \setminus \bar{\Omega}, \\
\frac{\partial u}{\partial n} &= f, \quad \text{on } \Gamma, \\
|u(x)| &= o(1), \quad \text{as } |x| \to \infty,
\end{align*}
$$

(1)

where $n$ denotes the unit normal to the boundary $\Gamma$, directed into the exterior $\mathbb{R}^2 \setminus \bar{\Omega}$, and $f$ is a sufficiently smooth function satisfying

$$
\int_{\Gamma} f ds = 0.
$$

A boundary integral equation (BIE) formulation of the exterior Neumann problem (1) is obtained by using the single layer representation of the potential $u$, i.e.

$$
u(x) = -\int_{\Gamma} \phi(y) \log |x-y| dS(y), \quad x \in \mathbb{R}^2 \setminus \bar{\Omega},$$

(2)

where $|x-y|$ is the Euclidean distance between $x$ and $y$, $dS(y)$ is the element of arc length and $\phi$ is the so called single-layer density function. The single layer potential (2) is a solution of (1) provided that the density $\phi$ is a solution of the integral equation

$$
-\pi \phi(x) - \int_{\Gamma} \frac{\partial}{\partial n(x)} \log |x-y| \phi(y) dS(y) = f(x), \quad x \in \Gamma,
$$

(3)

and in addition satisfies

$$
\int_{\Gamma} \phi(y) dS(y) = 0.
$$

By applying a suitable decomposition of the boundary $\Gamma$, the BIE (3) can be converted into a system of $r$ integral equations of the second kind with fixed singularities of Mellin type. Smoothing strategies are used for dealing with the singularities as well as a suitable “modified” Nyström type method, recently proposed in [1], is applied in order to approximate the solution of this system. The stability and the convergence of the numerical procedure are proved in $L^2$ spaces and error estimates are also given. Moreover, some numerical results show the effectiveness of the method.
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We propose a Nyström-type method to approximate the solution of integral equations of the form

\[ f(x) - \mu \int_{0}^{+\infty} k(x,y)f(y)w(y)\,dy = g(x), \quad x \in (0, +\infty), \]

where \( \mu \in \mathbb{R} \),

\[ w(y) = e^{-y^\alpha - y^\beta}, \quad \alpha > 0, \quad \beta > 1, \]

the given functions \( k \) and \( g \) can grow exponentially with respect to their arguments, when they approach to 0\(^+\) and/or +\(\infty\) [6]. This method is based on a “truncated” Gaussian rule w.r.t. the nonstandard weight \( w \).

Since the solution of this kind of equations can increase exponentially for \( x \to 0^+ \), the methods based on the weighted polynomial approximation with Laguerre-type weights are not suitable in this case. So, a first difficulty is to choose proper function spaces where these equations can be studied. To this aim, we introduce another exponential weight \( u \) and new function spaces \( C_u \) with weighted uniform metric. We prove that the proposed method is stable and convergent in this metric, using our recent results on polynomial approximation with the weight \( u \) [2, 3, 4] and related Gaussian rules [5]. Moreover, the weight \( w \) is nonclassical and the coefficients of the three terms recurrence relation for the related orthogonal polynomials are not explicitly known. Therefore, another main difficulty is to construct the coefficients of the Gaussian rule related to the weight \( w \). For the computation of the zeros and the Christoffel number we use a procedure given in [5] and the Mathematica package OrthogonalPolynomials [1]. Finally, we give a priori error estimates and show some numerical examples, including a comparison with other Nyström methods.
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This talk deals with the numerical solution of mixed Dirichlet-Neumann boundary value problems for the Laplace equation

\[
\begin{cases}
\Delta u(P) = 0, & P \in D \\
u(P) = f_D(P), & P \in \Sigma_D \\
\frac{\partial u(P)}{\partial n_P} = f_N(P), & P \in \Sigma_N
\end{cases}
\]

where \(D\) is a simply connected bounded region in the plane with a piecewise smooth-boundary \(\Sigma = \bar{\Sigma}_D \cup \bar{\Sigma}_N\), \(f_D\) and \(f_N\) are given functions on \(\Sigma_D\) and \(\Sigma_N\), respectively and \(n_P\) is the inner normal vector to \(\Sigma_N\) at \(P\). Following a well-known theory, we represent the solution \(u\) as the single layer potential

\[
u(A) = \int_{\Sigma} \Psi(Q) \log|A - Q| d\Sigma_Q, \quad A \in D
\]

where \(\Psi\) denotes the unknown single layer density function satisfying the following system

\[
\begin{cases}
\int_{\Sigma} \Psi(Q) \log|P - Q| d\Sigma_Q = f_D(P), & P \in \Sigma_D \\
\pi\Psi(P) + \int_{\Sigma} \Psi(Q) \frac{\partial}{\partial n_P} \log|P - Q| d\Sigma_Q = f_N(P), & P \in \Sigma_N.
\end{cases}
\]

The latter is characterized by a boundary integral equation of the second kind having Mellin-type integral operators. Hence, for its numerical solution, we propose a method of Nyström type based on Legendre quadrature formulas which are “modified” around the corners. We examine the stability of the proposed method and discuss the convergence, which is accelerate by using regularized technique. Moreover, we illustrate numerical tests showing the efficiency of the new approach.
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In recent years, the kinetic approach is playing an important role not only in the description of dynamics of rarefied gases, following the classical Boltzmann lines, but also in modelling systems composed by many elementary entities, which exchange between themselves and/or with a host medium some quantities carried by them. Some of these new applications of kinetic theory concern reactive mixtures of polyatomic gases or plasmas, granular materials, wealth distribution in a simple market economy, opinion formation, biological propagation phenomena, vehicular traffic, crowd dynamics. In all of these generalizations of Boltzmann equations, the crucial point is the construction of proper “collision” rules, since interactions are usually not conservative as in the classical elastic case, and may also be influenced by external effects. Indeed, there are substantial differences between the collision mechanism of particles and human interactions: in social sciences usual mechanical conservations are lacking, and random (unpredictable) effects
might play a crucial role; moreover, in classical Boltzmann theory the velocity variable ranges over the whole space, while in socio–economic problems the kinetic variable must fulfill some proper bounds (for instance, in a market economy the amount of wealth has to be non–negative, if debts are not allowed). However, kinetic approach seems to be very promising, since it is able to identify some universal behaviors and asymptotic profiles, which turn out to depend only on some basic features of the interaction rules, neglecting all other details. The main goal of this minisymposium is to spread recent (analytical and numerical) advances on kinetic models for systems with non–conservative interactions, and also on the asymptotic procedure leading from the kinetic level to suitable hydrodynamic equations for the major macroscopic fields. In Part I we focus the attention mainly on kinetic and macroscopic equations for reacting gas mixtures, and on their possible applications to physical problems as diffusion of sprays, electron transport in graphene or in silicon carbide semiconductors. Then, Part II is devoted to models for biological or social sciences, as kinetic cellular models for tumor–immune system interactions, modelling and simulation of social crowd dynamics, kinetic description of vehicular traffic.
Some remarks on Boltzmann’s H-theorem
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We consider in this talk collision kernels $Q := Q(f)$ arising in the kinetic theory of gases and plasmas, such as the Boltzmann operator for monoatomic or polyatomic rarefied gases, the Landau operator for plasmas, and extensions of those operators appearing in a relativistic context, or in the theory of semiconductors.

All these operators have in common an entropy structure, that is $D(f) := \int Q(f) \ln f \leq 0$ (some variant of this inequality can hold, for example in cases in which the Pauli exclusion principle has to be taken into account). This is sometimes called the first part of Boltzmann’s H-theorem.

The second part of Boltzmann’s H-theorem is concerned with the case of equality in the inequality $D(f) \leq 0$. It states that $D(f) = 0$ if and only if $f$ belongs to a specific set of functions. In the case of the usual Boltzmann kernel, those functions are the Maxwellians, that is, $\ln f = a + b \cdot v + c|v|^2$.

We revisit the proof of this statement and provide extensions in cases when $Q$ is not conserving the classical kinetic energy $|v|^2/2$ but some more complicated quantity. We also explain in which sense this statement is robust, using recent results on the Landau equation with Coulomb interaction.
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Electrons on a graphene sheet, in presence of sharp potential steps or barriers, undergo remarkable phenomena, such as highly-selective angle-dependent transmission coefficient [6] and negative electronic refraction index [4]. These phenomena are intimately related to the chiral nature of electronic tunneling in graphene and to the Dirac-like conical dispersion relation [3]. However, a fully-quantum description of the electron dynamics is only important in a small region around the steep potential while, elsewhere, the semiclassical equations of motion provide an excellent approximation.

In this contribution we derive a quantum-diffusive models of stationary electron transport in graphene, where a quantum region (an asymptotically thin strip around the potential step) is coupled through the quantum scattering data to a classical region, described in terms of semiclassical diffusive equations [1].

Our approach is based on a seminal paper by N. Ben Abdallah [2], concerning the quantum-kinetic coupling, successively extended by P. Degond and A. El Ayyad [5] to the quantum-diffusive coupling. The original approach was developed for scalar particles with standard (i.e. parabolic) dispersion relation.

However, the application of the theory to electrons in graphene is far from being trivial because of the possible exchanges between upper-cone and lower-cone electron states and (as soon as statistical considerations come into play) because of unbounded negative energies, requiring the use of Fermi-Dirac statistics and the description of lower-cone electrons in terms of holes.

Assuming the steep potential variations to be along a single direction, we first extend the construction of Ref. [2] to the case of electrons in graphene, obtaining a stationary, hybrid kinetic-quantum model, represented by two semiclassical transport equations coupled by quantum transmission conditions through a one-dimensional interface. Then, following Ref. [5], we take the diffusive limit of such quantum-kinetic model, by introducing a suitable boundary layer corrector and applying the Chapman-Enskog procedure. A key step in the derivation of the diffusive limit is the introduction of a boundary layer corrector defined in terms of the solutions of a two-sided vector Milne problem. Here, however, because of the chirality degree of freedom, the construction of the boundary corrector leads to the discussion of a system of four (instead of one) half-space, half-range Milne problems.

In this way, a stationary, hybrid diffusive-quantum model is obtained which is constituted
by two semiclassical drift-diffusion equations coupled by diffusive transmission conditions, expressed as a system of constraints relating the upper/lower-left/right chemical potentials across the quantum interface. Finally, by means of a Maxwell-Boltzmann approximation of the Fermi-Dirac distribution, such constraints are translated into a more explicit constraints on densities. In this way, the quantum information is concentrated into four constants appearing in the diffusive transmission conditions, namely, the asymptotic densities far from the interface, that are obtained from the Milne system.
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It is well known that gases involved in physical applications, for instance in simple dissociation and recombination problems or in the evolution of dust in the atmosphere, are usually composed of polyatomic particles. In kinetic theory, non–translational degrees of freedom of polyatomic gases are taken into account through a suitable internal energy variable. Specifically, two different Boltzmann–type approaches have been proposed in the literature: the one developed in [1], in which the gas is endowed with a set of discrete energy levels, and the one presented in [3], in which the internal energy is assumed to be a continuous function. In both cases equilibrium distributions are of Maxwellian type, affected by internal energies through suitable “partition functions”, and the capability of these models of reproducing some basic features of polytropic or non–polytropic gases will be commented on.

A consistent BGK model that reproduces correct equilibria, collision invariants, and $H$-theorem of the original Boltzmann equations with discrete energy has been recently proposed [4]. We will present an asymptotic Chapman–Enskog analysis of such a relaxation model in order to achieve consistent fluid–dynamic Navier–Stokes equations for the macroscopic fields. Among the various transport coefficients, emphasis will be given to the “dynamical pressure” [5], which characterizes molecules with non–translational degrees of freedom, and the comparison with analogous hydrodynamic results recently derived [5] for the model with continuous internal energy will be discussed.
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Silicon Carbide (SiC) is a potential leader in high-power and high temperature electronics due to the favorable combination of several material properties such as the wide bandgap, the high thermal conductivity, the high breakdown field. Although the performances of SiC are very promising, SiC devices may suffer from severe self-heating effects which impose a limitation on both the output power and the power density of the devices. Self heating results in a higher lattice temperature in the transistor channel which can significantly deteriorate the current-voltage characteristics because of the reduction in the device parameters such as mobility and electron saturation velocity. For these reasons, electro-thermal simulations are necessary in order to predict the behaviour of such devices. The natural framework for describing electro-thermal transport phenomena is based on the Bloch-Boltzmann-Peierls kinetic equations (BBP) for the coupled system formed by the electrons and the phonons, together with the Poisson equation. The fundamental approach is to solve the BBP equations, but this is not an easy task also from the numerical point of view, because they form a set of partial integro-differential equations. In order to study the electro-thermal transport, a good engineering-oriented approach is to introduce hydrodynamic models, which are obtained by taking the moments of the BBP equations and by using a suitable truncation procedure. Closure relations for the higher order moments and production terms involving the electron-phonon scattering have been obtained by means of the Maximum Entropy Principle [1]. By introducing a diffusive scaling, an Energy Transport model (ETM) has been derived, where the transport coefficients do not contain any fitting parameters, but only the physical constants as the coupling ones and the phonon energies that are present in the transition rate probabilities of the scatterings between the electrons and phonons. In the limit case when the electrons and phonons have the same temperature, the ETM reduces to the standard non-isothermal Drift Diffusion model. The low-field mobility we have obtained in this case, shows a good agreement with the experimental data.
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We consider complex fluids consisting of a dispersed phase (solid particles or liquid droplets) immersed in a gas.
A class of models describing the dynamics of such a kind of systems is given by a system of partial differential equations where a kinetic equation, describing the dispersed phase, is coupled to a fluid equation for the background gas. The coupling is given by the drag force exerted by the gas on the dispersed phase.
Within this class, we shall analyse the case where the kinetic equation is a Vlasov-type equation and the fluid equation are of Stokes or Navier-Stokes type.
We shall discuss the validation problem for this class of models, i.e. the derivation of the equations of the model from evolution equations given on a scale which can be considered "microscopic" with respect to the final one; in particular we shall analyse the difficulty of dealing with a particle model for the system ([1,2]), and the (formal) derivation of the Vlasov-(Navier-)Stokes model from a multiphase Boltzmann model in suitables asymptotics ([3]).
The results have been obtained in collaboration with E.Bernard, L.Desvillettes, F.Golse.
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In recent years, the kinetic approach is playing an important role not only in the description of dynamics of rarefied gases, following the classical Boltzmann lines, but also in modelling systems composed by many elementary entities, which exchange between themselves and/or with a host medium some quantities carried by them. Some of these new applications of kinetic theory concern reactive mixtures of polyatomic gases or plasmas, granular materials, wealth distribution in a simple market economy, opinion formation, biological propagation phenomena, vehicular traffic, crowd dynamics. In all of these generalizations of Boltzmann equations, the crucial point is the construction of
proper “collision” rules, since interactions are usually not conservative as in the classical elastic case, and may also be influenced by external effects. Indeed, there are substantial differences between the collision mechanism of particles and human interactions: in social sciences usual mechanical conservations are lacking, and random (unpredictable) effects might play a crucial role; moreover, in classical Boltzmann theory the velocity variable ranges over the whole space, while in socio-economic problems the kinetic variable must fulfill some proper bounds (for instance, in a market economy the amount of wealth has to be non-negative, if debts are not allowed). However, kinetic approach seems to be very promising, since it is able to identify some universal behaviors and asymptotic profiles, which turn out to depend only on some basic features of the interaction rules, neglecting all other details. The main goal of this minisymposium is to spread recent (analytical and numerical) advances on kinetic models for systems with non-conservative interactions, and also on the asymptotic procedure leading from the kinetic level to suitable hydrodynamic equations for the major macroscopic fields. In Part I we focus the attention mainly on kinetic and macroscopic equations for reacting gas mixtures, and on their possible applications to physical problems as diffusion of sprays, electron transport in graphene or in silicon carbide semiconductors. Then, Part II is devoted to models for biological or social sciences, as kinetic cellular models for tumor–immune system interactions, modelling and simulation of social crowd dynamics, kinetic description of vehicular traffic.
Macroscopic models of collective motion with repulsion
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We study a system of self-propelled particles which interact with their neighbors via alignment and repulsion. The particle velocities result from self-propulsion and repulsion by close neighbors. The direction of self-propulsion is continuously aligned to that of the neighbors, up to some noise. A continuum model is derived starting from a mean-field kinetic description of the particle system. It leads to a set of non conservative hydrodynamic equations. We provide a numerical validation of the continuum model by comparison with the particle model. We also provide comparisons with other self-propelled particle models with alignment and repulsion.
A Kinetic Theory approach to behavioral social crowds
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The study of human crowds is a challenging interdisciplinary research field which is motivated not only by its theoretical interest but also by the potential societal benefits [1]. Indeed the realistic modelling and simulation of the pedestrian behavior can be used to gain insights into possible problems regarding the evacuation of public buildings, aircrafts and ships early in their planning and/or understanding of how to guide crowd in different situations.

Most of the existing crowd models are developed at the microscopic [5] and macroscopic [6] scales. Microscopic models assume that the dynamics of the crowd emerges from the movement of individuals. Accordingly, its state is predicted by specifying the microscopic state of pedestrians, namely positions and velocities, and defining their interactions rules. Mathematical models are thus stated in terms of systems of ordinary differential equations. In contrast, macroscopic models focus on the crowd as a whole and are in the form of balance equations for aggregate observables, such as mass and/or momentum, closed by phenomenological assumptions. Mesoscopic models are situated at an intermediate level. The crowd is described by means of a probability distribution function over the microscopic state of individuals. Interactions are modeled at the micro-scale, while mean quantities are obtained by weighted moments of the aforesaid probability distribution. The space and time evolution of the latter is usually given by integro-differential equations. Microscopic models may provide realistic results but keeping track of the individual state of each walker leads to numerical simulations which are computationally demanding. Moreover, the results obtained from such approach may be difficult to interpret in the absence of a higher level model, that is, it may be difficult or nearly impossible to use data from microscopic observations to predict what happens in a similar but different situation. On the other hand, the heterogeneous behavior of walkers gets lost in the averaging process needed to derive macroscopic models which, therefore, totally disregard this important feature. Although more work is certainly needed, the mesoscopic modelling of human crowds is promising in that it permits to capture both the behavioral and social features of the pedestrians behavior while keeping the computing effort at a reasonable level.

The talk presents a crowd mesoscopic model based on the kinetic theory of active particles. Such a theory has been specifically developed to model the dynamics of systems composed of many living interacting entities and combines methods of classical kinetic theory with theoretical tools of game theory. The model has been initially proposed in [1] for describing a crowd in unbounded domains, and further developed in [2] to account for interactions with walls and in [3] to improve its capability to reproduce the empirical evidence.

In homogeneous steady conditions, the model provides a reasonable fundamental density-velocity diagram, namely the predictions of the mean speed of walkers as a function of the...
density are consistent with empirically data. In non-homogeneous conditions, it depicts well known collective emerging behaviors, such as lane formation in pedestrian counter flow and the increasing of the evacuation time under stressful conditions. Furthermore, the model can account for the onset and propagation of social behaviors. This capability is particularly important in the evacuation dynamics, where panic conditions, originated in a restricted area, can rapidly be transferred to the whole crowd and may generate highly dangerous situations.
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A kinetic model describing the competition between tumor cells and immune system is investigated. The starting point is represented by the kinetic equations for the evolution of dominance in populations of interacting organisms, taking nonconservative effects of proliferation and destruction into account \[2\]. Four interacting populations are considered, representing, respectively, tumors cells, cells of the host environment, cells of the immune system, and interleukines, which are capable to modify the tumor-immune system interaction, and to contribute to destroy tumor cells. The internal state variable (activity) measures the capability of a cell of prevailing in a binary interaction.

In the first approximation the host environment plays the role of background; in the second one this role is assumed by the interleukines. The qualitative analysis of these evolution problems is then performed in the framework of the theory of dynamical systems. Essential steps are determination of fixed points, as stationary living conditions of the considered organism, and of their stability, as well as possible occurrence of bifurcations for varying parameters. The analysis shows that the reduced system describing interactions between tumor, immune system and interleukines can be investigated in the framework of the theory of the asymptotically autonomous differential systems \[3\], and then its asymptotic behaviours can be deduced from an easier two dimensional limit system. An important feature of the second reduced system for the interactions between tumor, immune system and host environment is the presence, also in this context, of a backward bifurcation, which is usually related to epidemic models \[1\].
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A Boltzmann-type kinetic approach to the study of vehicular traffic
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In this talk I will present a kinetic approach to the modelling of vehicular traffic. Sticking to the idea that the macroscopic characteristics of the flow of vehicles are ultimately due to microscopic interactions among cars, the approach consists in implementing a probabilistic description of speed changes in a Boltzmann-type collisional operator. In particular, I will discuss how this approach allows one to study the fundamental diagrams of traffic, possibly also considering a heterogeneous composition of the flow of vehicles, up to some hydrodynamic/Fokker-Planck limits.

This is a joint work with: L. Fermo (University of Cagliari), P. Freguglia (University of L’Aquila), M. Herty (RWTH Aachen University), G. Puppo (University of Insubria), M. Semplice (University of Turin), G. Visconti (University of Insubria).
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Sub–shock formation in multi–temperature gas mixtures
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The problem of sub–shock formation within a shock structure solution for hyperbolic systems of balance laws has been widely studied (see [1] and related bibliography). In [4] the authors proved non–existence of smooth solutions when the speed of propagation of the wave front exceeds the maximum eigenvalue evaluated in the unperturbed equilibrium state into which the front propagates; however, the regularity of shock structure solutions propagating with speed lower than this threshold is still an open problem.

Recently, in [3, 1, 5] shock structure solutions have been investigates in an inert binary gas mixture, described by closures at either Euler, or Grad 10–moment level of the Boltzmann equations, as well as Euler level Extended Thermodynamic models, and it was shown that the solution may exhibit up to two sub–shocks, each one relevant to the field variables characterizing one of the species, and for suitable equilibrium concentrations of the two components a sub–shock may appear even for shock speeds less than the maximum unperturbed characteristic velocity.

The aim is to investigate, both analytically and numerically, the whole hierarchy of principal sub–systems of the Grad 13–moment approximation of the kinetic equations [2] for an inert binary gas mixture, in order to determine all the different ranges of shock speeds, characterizing the different shock–structure solutions, continuous or not, and to show the existence of ranges, below the maximum unperturbed characteristic velocity, for which each constituent of the mixture may generate a jump discontinuity within the shock structure solution.
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Sound-wave propagation through a gas is known to be adequately described by the continuum Navier-Stokes equations, provided the characteristic length of the gas flow domain is significantly larger than the molecular mean free path. In the low-frequency limit, the ordinary hydrodynamics predicts that the sound velocity will be independent of frequency and the absorption will be proportional to the frequency \[ \omega \] \[ 8 \]. \[ 9 \]. However, if the excitation frequency \( \omega \) of the sound wave becomes sufficiently high, the classical continuum approach fails even at ordinary densities, because \( \omega^{-1} \) can become of the order of the molecular mean free time. In particular, the usual Navier-Stokes description leads to an infinite phase velocity as the frequency goes to infinity. Therefore, in the case of rarefied gas dynamics (or equivalently, in the case of a highly oscillatory phenomenon), there is no recourse but to turn to the kinetic theory and the Boltzmann equation \[ 11 \], \[ 3 \], \[ 4 \], \[ 7 \]. A correct description of sound propagation through a rarefied gas is very important in connection with the evaluation of damping forces in micro-electro-mechanical systems (MEMS) devices vibrating at high frequencies. In this frame, it is relevant to analyze not only the damping forces exerted by single-component gases, but also those exerted by gas mixtures, since during the wafer bonding process a mixture of noble gases (like Ar, Kr or Ne) and getterable gases (like N\(_2\), O\(_2\) or CO\(_2\)) is usually backfilled into the MEMS sensor package to set its operating pressure ('backfilling process'). Furthermore, a deeper analysis of forced sound propagation in a gas mixture is expected to be particularly interesting in order to clarify the long standing open question about the precise nature of the several simultaneous sound modes excited in disparate-mass gas mixtures (composed of very heavy plus very light molecules) \[ 5 \], \[ 6 \]. The kinetic description of a mixture of gases with different particle masses (and possibly with different internal energies) is not a trivial generalization of the classical Boltzmann theory for a single gas, since the collision operators have to take into account exchanges of momentum and energy among the different species. Therefore, since it is difficult, in general, to manage the collision integral operator as such, a large number of simplified kinetic models have been developed in the literature. Among them, the one proposed by McCormack has been, over the years, the most widely used to study a great variety of problems, since all transport coefficients (i.e. viscosity, thermal conductivity, diffusion and thermal diffusion ratio) can be correctly obtained from it applying the Chapman-Enskog procedure (and the model is suitable for general intermolecular force laws) \[ 10 \]. Very recently, Bisi and Lorenzani have studied in \[ 2 \] the propagation of high-frequency sound waves in binary gas mixtures flowing through microchannels by using a kinetic model of BGK-type proposed by Andries et al. in \[ 1 \]. Even if the BGK-Boltzmann equation generally cannot match all the transport coefficients simultaneously, in the current work, we prove that, for the specific problem at hand,
the BGK equation is a valuable tool for investigation, giving results in close agreement with those obtained through the use of more refined kinetic models. The advantage of this simplified approach is that the equations which describe the BGK model are much simpler than those which describe, for instance, the McCormack model, allowing also a semi-analytical solution that enables us to trace the origin of the physical characteristics typical of a mixture.
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Advanced Numerical Techniques for Hyperbolic Problems
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The purpose of this mini symposium is to gather researchers working on novel numerical techniques for hyperbolic problems with particular interests in the theoretical, applied, and computational aspects. Hyperbolic systems are involved in the description of many physical problems, ranging from classical applications in aerodynamics to shallow water models for the simulation of waves in lakes and rivers, from combustion problems to hydrodynamic models of semiconductors, to mention just a few examples. Specific themes that will be considered in the mini symposium concern the development of numerical schemes for all Mach number flows and construction of conservative schemes based on non conservative variables.
Implicit-explicit linear multistep methods for stiff kinetic equations

Giacomo Dimarco
Università degli Studi di Ferrara
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Lorenzo Pareschi
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We consider the development of high order asymptotic-preserving linear multistep methods for kinetic equations and related problems. The methods are first developed for BGK-like kinetic models and then extended to the case of the full Boltzmann equation. The behavior of the schemes in the Navier-Stokes regime is also studied and compatibility conditions derived. We show that, compared to IMEX Runge-Kutta methods, the IMEX multistep schemes have several advantages due to the absence of coupling conditions and to the greater computational efficiency. The latter is of paramount importance when dealing with the time discretization of multidimensional kinetic equations.
An high order finite-volume scheme puts the following strain on the reconstruction procedure: it should be able to compute accurate and non-oscillatory point values of the variables at many locations on the cell boundary, starting from the cell averages on the given cell and on its neighbours. This difficulty is increased if the scheme employs h-adaptivity (wide variety in the topology of neighbours, need to compute subcell averages in refinement), well-balancing (reconstruction points also inside the cells), error indicators that require numerical quadrature on the cell.

In such situations the WENO technique suffers from the difficulty of computing suitable sets of weights for each reconstruction point (existence, optimality, non-negativity, ...). However the CWENO construction is much more flexible since the linear weights need not satisfy accuracy requirements. An additional advantage is that CWENO computes the nonlinear weights for a reconstruction polynomial to be later evaluated at reconstruction points and the computation of nonlinear weights need not be repeated for each reconstruction point.

Many CWENO reconstructions have been considered in the literature, up to order 4 in two space dimensions and order 5 in one space dimension. In this talk I will focus on properly defining the "CWENO reconstruction procedure" and on the specific tools needed for the analysis of its behaviour on smooth and on discontinuous data. Examples will range from the classical 1D CWENO3 [1] [2] [3], to its extensions to 2D quad-tree meshes [4] and to novel 1D CWENO reconstructions of order 5 and 7 [5].
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In this work we focus on two-layer shallow water systems, due to the applicability of these models to the simulation of stratified geophysical flows.

First, a new approximation of the eigenvalues of the two-layer shallow water system is presented. It can be seen as an improvement of the widely used approximation proposed by Schijf and Schonfeldin in 1953 in the framework of oceanographical flows, see [4]. One of the main drawbacks of this classical approximation is that it is only valid for the case with the ratio of densities is close to 1. Then, it cannot be considered in applications such as submarine avalanches (see [2]). The proposed approximation is valid for any value of the ratio of densities and verifies some other interesting properties.

Second, we consider this new approximation of the eigenvalues of the two-layer shallow water system to improve the efficiency of IFCP method (see [3]). This is a method specially designed for two-layer shallow water systems. It does not need any spectral decomposition of the matrix of the system, such as for example Roe method. Nevertheless, it is defined in terms of the approximations of their eigenvalues.

Third, we apply this new approximation of the eigenvalues to improve the numerical treatment of the loss of hyperbolicity of two-layer systems presented in [1].

Finally, several applications are considered for stratified flows and submarine avalanches.
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Semi-Implicit Asymptotic Preserving Scheme for All Mach Number Flows
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The computation of compressible flows becomes more challenging when the Mach number has different orders of magnitude. When the Mach number tends to zero, compressible flow equations converge to incompressible ones, the flow speed is much less that the sound speed and the acoustic waves are much faster than material waves. Then, if the Mach number is small, the acoustic waves lead to stiffness in time and excessively large numerical viscosity. In this work we develop a high order asymptotic-preserving numerical scheme for the compressible Euler equations of gas dynamics that is stable and accurate for all Mach numbers regimes and that is able to capture the incompressible Euler limit. This scheme is based on a semi-implicit discretization which treats the acoustic part implicitly and the convective parts explicitly. We present one and two dimensional numerical results both compressible and incompressible regimes.

Keywords  Gas Dynamics, All Mach number, Euler Equations.
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Control and inverse problems for degenerate PDE’s arise in many applications such as cloaking (building of devices that lead to invisibility properties from observation) [3], climatology [2], and vision [4]. Such a variety of applications has given birth to challenging mathematical problems for degenerate PDE’s of evolution, where degeneracy may occur either on a part of the boundary or on a submanifold of the space domain. This minisymposium aims at providing a wide overview of the main results and techniques that have recently been developed to cope with degeneracy, covering parabolic equations.
which have been intensively studied in recent years as well as less understood models, including degenerate wave equations, delay equations, and equations with jumps and noise.

References


Control and inverse problems for a class of hyperbolic systems of PDE’s
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We present some recent results on the control and inverse problems for systems of PDE’s. Our main concerns in these fields are to address mathematical situations and applications for which we have only partial observations or measurements on the unknowns. The challenging questions are then to determine if in spite of these lack of observations or measurements, one can get the full desired information on the unknowns. We present several results in this direction. This work is in collaboration with Piermarco Cannarsa and Masahiro Yamamoto.
Null-Controllability Of Hypoelliptic Quadratic Differential Equations
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We study the null-controllability of parabolic equations associated to a general class of hypoelliptic quadratic differential operators. Quadratic differential operators are operators defined in the Weyl quantization by complex-valued quadratic symbols. We consider in this work the class of accretive quadratic operators with zero singular spaces. These possibly degenerate non-selfadjoint differential operators are known to be hypoelliptic and to generate contraction semigroups which are smoothing in specific Gelfand-Shilov spaces for any positive time. Thanks to this regularizing effect, we prove by adapting the Lebeau-Robbiano method that parabolic equations associated to these operators are null-controllable in any positive time from control regions, for which null-controllability is classically known to hold in the case of the heat equation on the whole space. Some applications of this result are then given to the study of parabolic equations associated to hypoelliptic Ornstein-Uhlenbeck operators acting on weighted $L^2$ spaces with respect to invariant measures. By using the same strategy, we also establish the null-controllability in any positive time from the same control regions for parabolic equations associated to any hypoelliptic Ornstein-Uhlenbeck operator acting on the flat $L^2$ space extending in particular the known results for the heat equation or the Kolmogorov equation on the whole space.
On some degenerate partial differential equations

Genni Fragnelli
Università degli Studi di Bari Aldo Moro
via Orabona, 4 70125 - Bari Italy

We will report on some recent results about degenerate equations with regular or non-smooth coefficients. In particular, we will focus on the wellposedness of the associated Cauchy problem and on some Carleman estimates that are the crucial tool to prove an observability inequality, and hence null controllability.
A stability result for the wave equation with Kelvin-Voigt damping and delay feedback
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We study the wave equation with localized structural damping and boundary condition with time delay. The stability problem for the wave equation with local Kelvin-Voigt damping and null Dirichlet boundary condition has been first considered by Liu and Rao [2], without any delay term. They proved an exponential stability result under suitable conditions. On the other hand, time delay effects often appear in physical models and practical applications and it is well–known that they may induce instability phenomena in several evolution problems, which are uniformly stable in absence of delay. In particular, this is the case of wave type equations (see e.g. [1]). Then, it is important to investigate the robustness of the model with respect to (small) delays.

Under appropriate assumptions, we will show that an exponential stability result still holds ([3]). The proof is obtained by a frequency domain approach based on a well-known characterization of Huang and Prüss for the uniform stability of $C_0$–semigroups of contractions.
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Well-posedness of semilinear stochastic wave equations with Hölder continuous coefficients
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We prove that semilinear stochastic abstract wave equations, including wave and plate equations, are well-posed with an $\alpha$-Hölder continuous drift coefficient, if $\alpha \in (2/3, 1)$. The uniqueness may fail for the corresponding deterministic PDE and well-posedness is restored by considering an additive pertubation of white noise type which describes an external random forcing. This shows that a kind of regularization by noise holds for the semilinear wave equation. In the proof we adopt an approach based on backward stochastic equations and use non-standard regularizing properties for the transition semigroup associated to the stochastic wave equation; these properties are based on control theoretic results.
Control cost of degenerate parabolic equations
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The null controllability properties of degenerate parabolic operators in low space dimension, via both boundary and locally distributed controls, are fairly well understood (see [1]) and will be surveyed in this talk. Special attention will be devoted to estimates for the blow-up of the cost of control as degeneracy parameters approach the controllability threshold.
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The minisymposium aims to provide an overview on current research in mathematical models arising in the study of complex structures. These problems quite often originate when the behaviour of new materials such as materials with memory or composite materials or composite structures is investigated. Hence, for instance, one of the problems to study concerns the coupling of different physical phenomena such as viscoelasticity and magnetic effects or, the interaction between different parts of a composite structure constructed bounding together different beams or plates.
Homogenization of a parabolic problem with alternating boundary conditions
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We consider the homogenization of a parabolic problem in a perforated domain with Robin–Neumann boundary conditions oscillating in time. Boundary conditions alternating in time appear in biological applications, for example in the modeling of ion channels, see [1]. Our approach relies upon a generalization of the unfolding technique, see e.g., [2], to the time-periodic case. To this end we show how the method of periodic unfolding can be applied to classical homogenization problem for a parabolic equation with diffusion and capacity-like coefficients in the diffusion equation oscillating both in space and time, with general independent scales.

From an analytical point of view, in the present case such oscillations must compensate the blow up of the boundary measure of the holes.

We obtain a macroscopic parabolic problem containing an extra linear term due to the absorption determined by the Robin condition; this term keeps memory of the underlying temporal and spatial microstructures.
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We propose a thermodynamically consistent model to study the solidification process in sea water. When sea water freezes the dissolved salt is expelled from the domains occupied by the salt (ice is composed of only pure water) and increases the salinity of the residual liquid solution. This leads to the cryoscopic effect, namely the lowering of the freezing point of the residual solution, and to the formation of a porous ice-liquid structure run through tubular structures of more concentrated solution (brine channels). The described phenomenon is relevant in environmental sciences because it affects the marine waters of the Arctic areas [6]. Indeed, brine channels represent a habitat of different polar microorganisms which constitute the basis of the food chain in these zones. In addition, sea ice formation influences the heat transfer between ocean and atmosphere and hence the climatic properties.

From a mathematical point of view, two different, but concomitant phenomena are analyzed: the ice-water phase change and the separation between salt and (frozen) water. We introduce the salt concentration $c$ in the liquid phase, the order parameter $\phi$ for the ice-liquid phase transition and we perform a suitable decomposition of the density of the mixture of salt, water and ice.

Following the phase field approach we assume that the solid-liquid phase transition is governed by a time dependent Ginzburg-Landau equation for first order transitions [3, 4], and the separation of salt is ruled by a Cahn-Hilliard type equation [2, 5]. More precisely, we let

$$
\frac{\rho}{\rho} \dot{\varphi} = \gamma_1 \nabla \cdot [\rho \nabla \varphi] - \rho \theta_T F'(\varphi) - \rho [\theta + \lambda p + \alpha(c)] G_c(c, \varphi),
$$

$$
\frac{\rho}{\rho} \dot{c} = -\gamma_1 \nabla \cdot [\rho \nabla c] + \alpha'(c) G(c, \varphi) + [\theta + \lambda p + \alpha(c)] G_c(c, \varphi) + \theta_c K'(c) + \theta H'(c),
$$

where $\rho, \theta, p$ represent the density of the mixture, the absolute temperature and the pressure; $F(\varphi), G(c, \varphi), K(c), H(c)$ are suitable potentials characterizing the transition and the separation; $\gamma_1, \gamma_2, \theta_T, \theta_c$ are positive constants. In addition, we suppose that the
functions $\alpha(c), M(c)$ satisfy the conditions
\[
M(c) \geq 0, \quad M(0) = M(1) = 0, \\
\alpha(0) = 0, \quad \alpha'(c) \geq 0, \quad \alpha'(c) = 0 \quad \text{for all } c \notin (0, 1).
\]

Since thermal and mechanical effects are relevant during phase transitions and separations, we include also into the model a heat equation for the temperature change, which is deduced by the first law of Thermodynamics, and a suitable Navier–Stokes equation. The coupling between the Navier–Stokes equation and the other involved equations is due to the presence of the material time derivative and to the Korteweg stresses proportional to $\nabla \varphi \otimes \nabla \varphi$ and $\nabla c \otimes \nabla c$.

We prove that the resulting differential model is compatible with the second law of Thermodynamics expressed by the Clausius Duhem inequality (see [1]).

Finally, we show that both $c$ and $\varphi$ remain confined within the interval $[0, 1]$ during their evolution. The mathematical difficulties in proving the maximum theorem lie in the fact that a system of equations is involved and that the spatial operator entering the governing equation of $c$ is of fourth order. For this reason, we take two additional assumptions on the mobility, that are

\begin{itemize}
  \item[(H1)] $M(c) \geq 0, \quad M(0) = M(1) = 0, \quad \nabla M(0) = \nabla M(1) = 0,$
  \item[(H2)] $M(c)\nabla \mu \cdot \nabla \mu + \gamma_1 \rho \nabla c \cdot D \nabla c \geq 0$,
\end{itemize}

where $D$ is the symmetrical part of the gradient of velocity [1, 5].

No assumption is placed on the phase field $\varphi$. The hypothesis (H1) ensures that $\dot{c}$ vanishes at $c = 0, c = 1$. A possible choice is $M(c) = M_0 c^3 (1-c)^2$ with $M_0 > 0$. The second condition means that if $D$ is negative definite, then it is not too large relative to the first term.
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The term Bäcklund Chart is used to denote a net of links represented by Bäcklund Transformations relating different nonlinear evolution equations. Here non-Abelian evolution equations wherein the unknown is an operator on a Banach space are considered. The new Bäcklund Chart [3] connecting various third order non-Abelian evolution equations is presented and discussed. One of the novelties of this Bäcklund Chart is that it connects new equations: the non-Abelian counterparts of the Korteweg deVries singularity manifold (KdV Sing.) [11] and of the Korteweg deVries interacting soliton (Int. So KdV) [8]. New are also the recursion of operators of the KdV Sing. as well as of the Int. So KdV equation. All the operators admitted by the non-Abelian evolution equations which appear in the Bäcklund Chart are proved to be hereditary. Hence, the Bäcklund Chart itself extends from the equations to the corresponding hierarchies. The Bäcklund Chart obtained in this non-Abelian operator setting represents a generalization of the analog one constructed in [9]. Furthermore, the new non-Abelian Bäcklund Chart in [3] extends that one given in [2] which allowed, [1] to construct explicit solutions of matrix Korteweg-de Vries and modified Korteweg-de Vries hierarchies.

Observe that, the well known connection, via the cole-Hopf transformation [7, 10], between the Burgers equation and the linear heat equation can be extended to the case of the analog non-Abelian operator equations [6, 3]. Thus, in [5] the non-Abelian operator Burgers equation is proved to admit a hereditary recursion operator and the corresponding hierarchy is constructed. Different non-Abelian operator Burgers equation and hierarchies are studied in [4]. Finally, perspective work and open problems are discussed.
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Linear parabolic problems with dynamic and Wentzell boundary conditions have been object of intensive research in these latest years (see the bibliographies in [1] and [2]). They appear in applications connected with heat transfer problems in a solid in contact with a fluid, in neurological problems and diffusion on networks (see [3], [4], [5]). We present some results of maximal regularity in $L^p$ spaces and spaces of Hölder continuous functions.
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How to stabilize a Timoshenko system?
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In 1921 S. Timoshenko proposed a coupled hyperbolic system describing the transverse vibration of a beam, but without the presence of any damping. Therefore that system is conservative, and so the related total energy of the beam remains constant along the time. The subject of stability of Timoshenko-type systems has been a research topic that has attracted considerable interest and a lot of attention in the last years. Quite a number of results concerning uniform and asymptotic decay of energy have been established. An important issue of research is to look for a minimum dissipation by which solutions of system decay uniformly to zero as time goes to infinity. In this regard, several types of dissipative mechanisms have been introduced, such as dissipative mechanism of frictional type, of viscoelastic type and thermal dissipation. In this talk, we will analyze the decay rate of the energy of the Timoshenko beam with one boundary dissipation acting in the rotation-angle equation.
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Ferroelectricity is a property of certain materials that have a spontaneous electric polarization that can be reversed by the application of an external electric field. The distinguishing feature of ferroelectrics is that the spontaneous polarization can be reversed by a suitably strong applied electric field in the opposite direction; the polarization is therefore dependent not only on the current electric field but also on its history, yielding a hysteresis loop. Typically, such materials demonstrate ferroelectricity only below a certain phase transition temperature, called the Curie temperature, $\theta_C$. Above this temperature the spontaneous polarization vanishes, and the ferroelectric crystal transforms into the paraelectric state. These materials are called ferroelectrics by analogy to ferromagnetic materials, which exhibit spontaneous magnetization and similar hysteresis loops [1].

According to [2], we assume that there exists a suitable constitutive function $\mathbf{P}$ such that the evolution of the polarization vector $\mathbf{P}$ is ruled by means of a constitutive equation of the rate type

$$\dot{\mathbf{P}} = \mathbf{P} (\theta, \mathbf{P}, \mathbf{E}),$$

where $\mathbf{E}$ represents the effective electric field acting inside the matter. This field differs from the external electric field $\mathbf{E}$ by the sum of several contributions due, for instance, to anisotropy, exchange interactions and the interaction of the polarization field with itself.

Borrowing from the Landau-Lifschitz-Bloch equation for ferromagnets [2], we propose the following explicit kinetic equation ruling the evolution of the polarization vector both at high and low temperatures,

$$\mathbf{P} = -\frac{\gamma}{P} P \times \mathbf{E} - \frac{\beta}{P^2} P \times (P \times \mathbf{E}) + \frac{\alpha}{P^2} (\mathbf{E} \cdot P) P,$$

(1)

where $P$ stands for the modulus of $\mathbf{P}$, while $\alpha$, $\beta$ and $\gamma$ are suitable coefficients depending on $\theta$, only. Assuming that all interactions inside the matter depend on a thermodynamic potential and letting $\hat{\psi} = \psi/\theta$ the rescaled Helmholtz free energy, we denote

$$\mathbf{E} = \mathbf{E} - \frac{1}{\varepsilon_0} \delta_P \hat{\psi},$$

(2)
where $\epsilon_0$ is the vacuum dielectric constant and $\delta P$ denotes the variational derivative with respect to the field $P$, namely $\delta_P \hat{\psi} = \partial_P \hat{\psi} - \nabla \cdot \partial_P \hat{\psi}$. Starting from a suitable choice of the free energy which accounts for the physical assumptions in ferroelectric media, the explicit form of $\mathcal{E}$ is obtained. From thermodynamic arguments we reach the dissipation condition
\[ \mathcal{E} \cdot P \geq 0, \] (3)
and we prove that it is fulfilled by (1) provided that $\alpha, \beta \geq 0$.
Finally, we discuss two suitable choices of the Gibbs free energy which are usually referred to as Landau free energy and Langevin free energy. Then, by exploiting the Ginzburg-Landau theory of phase transitions in a neighborhood of the Curie temperature [3], we are able to describe the phase transition between the paraelectric and ferroelectric regimes.
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The minisymposium aims to provide an overview on current research in mathematical models arising in the study of complex structures. These problems quite often originate when the behaviour of new materials such as materials with memory or composite materials or composite structures is investigated. Hence, for instance, one of the problems to study concerns the coupling of different physical phenomena such as viscoelasticity and magnetic effects or, the interaction between different parts of a composite structure constructed bounding together different beams or plates.
Global strong solutions of the full Navier-Stokes and Q-tensor system in 2D: existence and long-time behavior
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We consider a full Navier-Stokes and Q-tensor system for incompressible liquid crystal flows of nematic type. In the two dimensional periodic case, we prove the existence and uniqueness of global strong solutions that are uniformly bounded in time. This result is obtained without any smallness assumption on the physical parameter $\xi$ that measures the ratio between tumbling and aligning effects of a shear flow exerting over the liquid crystal directors. Moreover, we show the uniqueness of asymptotic limit for each global strong solution as time goes to infinity and provide an uniform estimate on the convergence rate.
Attractors for processes on time-dependent spaces
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The evolution of systems arising from mechanics and physics is described in many instances by differential equations of the form

\[ u_t = A(u, t), \quad u(\tau) = u_{\tau} \in X, \]

where \( X \) is a normed space and, for every fixed \( t > \tau \), \( A(\cdot, t) \) is a suitable operator on \( X \). Assuming the Cauchy problem is well posed and calling \( u(t) \) the solution at time \( t \), the family of solving operators

\[ U(t, \tau) : X \to X \quad t \geq \tau, \]

defined by

\[ U(t, \tau)u_{\tau} = u(t) \]

is called a process. The issue of understanding the long-time behavior of solutions to dynamical systems is thus translated into studying the dissipative properties of the operators \( U(t, \tau) \). A well-established theory of attractors provides nowadays a full description of many important autonomous systems from mathematical physics, including nonautonomous models with time-dependent external forces. In this talk we present a recent theory of attractors on time-dependent spaces, namely

\[ U(t, \tau) : X_{\tau} \to X_t \quad t \geq \tau, \]

where the normed spaces \( X_t \) are allowed to vary at different times \( t \). The goal is to provide an efficient tool to describe the regime behavior of evolution problems where the coefficients of the differential operator depend explicitly on time, leading to time-dependent terms at a functional level. We also discuss some possible applications of the new theory.
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A viscoelastic plate (viscoelasticity of the Maxwell-Boltzmann type) is described by a Volterra integrodifferential equation

\[ w'' = \Delta^2 w + \int_0^t M(t-s)\Delta^2 w(s) \, ds \]  \hspace{1cm} (A)

where \( M(t) \) is a memory kernel with suitable properties. Here \( w = w(x,t) \) with \( t > 0 \) and \( x \in \Omega \subseteq \mathbb{R}^2 \) (a suitable region whose boundary we assume smooth). Equation (A) has to be supplemented with initial conditions (in a suitable state space) and \( \Delta \) is the Laplace operator. We consider the case that a control \( f \) acts on the plate via the boundary conditions:

\[
\begin{cases}
\text{either case (A):} & \gamma_0 w = g, \gamma_1 w = 0 \\
\text{or case (B):} & \gamma_0 w = 0, \gamma_1 w = g
\end{cases}
\]

(here \( \gamma_0 \) denotes the trace on the boundary, and \( \gamma_1 \) denotes the normal derivative). Controllability is known to hold when \( M(t) \equiv 0 \), i.e. for the case of a purely elastic plate, in suitable spaces. A noticeable fact is that controllability holds at every time \( T > 0 \).

Here we show that the same controllability properties is inherited by the viscoelastic plate, for every (smooth) memory kernel \( M(t) \) and every time \( T > 0 \), precisely in the same spaces.

The proof combines operator methods and the properties of suitable Riesz sequences of functions, specifically related to the equation of the viscoelastic plate.
Microcontinuum model of electromagneto-elastic media and application to surface waves
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In current macroscopic theories, physical interactions due to electromagnetic field in matter are modeled on the basis of Maxwell’s equations, balance laws and suitable constitutive equations, compatible with thermodynamics, accounting for specific material properties. Along this line, comprehensive phenomenological continuum theories were established (see for example [3]). Microscopic models of lattice structures have supported these theories and at the same time, have legitimated the emergent investigations on continua with microstructure [1]. The classic micromorphic theory of electromagnetic interactions, beside the introduction of pertinent couplings into the balance equations, accounts for polarization and magnetization via constitutive functions of macro and micro-strain measures and of the electromagnetic field [1, 2]. As a consequence, the phenomenological model includes an increased number of unknown material parameters. An alternative micromorphic approach has been recently proposed where polarization and magnetization are introduced on the basis of the charge distribution within the continuum micro-element [5].

Here we resume the basic elements of this self-consistent physical approach and give some fundamental results. Firstly we show that electric multipoles are connected to macro and micro deformation via suitable evolution equations. Secondly, we exploit these equations to derive the macroscopic form of Maxwell’s equations obtaining, as a direct consequence, the pertinent expression for polarization and magnetization. Then, in view of applications to definite problems, we reduce the general model to the micropolar one and apply it to the propagation of surface waves. Both Rayleigh and Bleustein-Gulyaev waves are considered for an hexagonal dielectric material. We compare the dispersion equations and the depth dependence of fields with those obtained in the past by phenomenological theories [4].
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In this paper we study the dual-phase-lag model of heat conduction incorporating the microstructural interaction effects in the fast-transient process of heat transport. Tzou [1, 2, 3] (see also [4] and [5] and the references therein) proposed the following time differential constitutive law for the heat flux vector $q_i$

$$q_i(x, t) + \tau_q \frac{\partial q_i}{\partial t}(x, t) + \frac{1}{2} \tau_q^2 \frac{\partial^2 q_i}{\partial t^2}(x, t) = -k_{ij}(x)T_j(x, t) - \tau_T k_{ij}(x)\frac{\partial T_j}{\partial t}(x, t),$$

(1)

where $\tau_q \geq 0$ and $\tau_T \geq 0$ are the delay times, $T$ is the temperature variation and $k_{ij}$ is the conductivity tensor. It was established by Fabrizio and Lazzari [6] that the restrictions imposed by thermodynamics on the constitutive equation (1), within the framework of a linear rigid conductor, implies that the delay times have to satisfy the inequality $0 \leq \tau_q \leq 2\tau_T$.

When the constitutive equation (1) is coupled with the energy equation

$$-q_{i,i} + \varrho r = a\frac{\partial T}{\partial t},$$

(2)

and under appropriate regularity assumptions, then we obtain the following governing equation of hyperbolic type for temperature field $T$

$$\left(1 + \tau_q \frac{\partial}{\partial t} + \frac{1}{2} \tau_q^2 \frac{\partial^2}{\partial t^2}\right) \left(a\frac{\partial T}{\partial t} - \varrho r\right) = \left[k_{ij} \left(1 + \tau_T \frac{\partial}{\partial t}\right) T_j\right]_{,j}.$$

(3)
Such equation was studied intensively in literature in many papers. Quintanilla [10] has shown that the equation (3), together with suitable initial conditions for \( T \), \( \frac{\partial T}{\partial t} \) and \( \frac{\partial^2 T}{\partial t^2} \) and appropriate boundary conditions in terms of \( T \), leads to an exponentially stable system when \( 0 < \tau_q < 2\tau_T \) and to an unstable system when \( 0 < 2\tau_T < \tau_q \). While in [7, 8, 9] the well-posedness problem is studied, provided some appropriate restrictions upon the parameters \( \tau_q \) and \( \tau_T \) are assumed. We have to outline that a second-order approximation of the Tzou’s theory was studied recently by Amendola et al. [11]. In [12] the authors investigate the propagation of plane time harmonic waves and surface waves in the case of a homogeneous and isotropic thermoelastic material.

In the present paper we formulate the initial boundary value problem of heat conduction model based on the constitutive equation [1] and the basic energy equation (2), considering it is described by a differential system for the unknown couple \( \{T, q_i\} \). That means we consider initial conditions for \( T \), \( q_i \) and \( \frac{\partial q_i}{\partial t} \) and appropriate boundary conditions in terms of temperature variation and heat flux vector. Then we study the uniqueness and continuous data dependence results as well as the spatial behavior of transient solutions and of the harmonic vibrations. The uniqueness results are established without any restrictions upon the delay times. However, there is an open problem for the class of materials characterized by zero delay time of phase lag of the conductive temperature gradient and for which the delay time in the phase lag of heat flux vector is strictly positive. In such a case it should be expected to have an ill-posed model. Moreover, it was shown by Fabrizio and Lazzari [6] that the corresponding model (with \( \tau_T = 0 \) and \( \tau_q > 0 \)) is incompatible with the thermodynamic principles.

We also address the problem of continuous dependence of solutions with respect to the given data. To this aim we establish appropriate conservation laws and then we use the Gronwall’s inequality in order to establish two estimates describing the continuous dependence of solutions with respect to the prescribed initial data and with respect to the given supply terms. The first estimate is established for delay times satisfying the inequality \( 0 \leq \tau_q \leq 2\tau_T \), which is in accord with the thermodynamic restriction established by Fabrizio and Lazzari [6]. The second estimate is established under the assumption \( 0 < \tau_T < \frac{\tau_q}{2} \) and it allows the solutions to have a growth exponential in time.

Finally we proceed to study the spatial behavior of transient solutions and to this end we establish a domain of influence theorem, provided the delay times satisfy \( 0 < \tau_T < \frac{1}{2} \tau_q \) we are able to establish, in the time interval \( (0, \frac{1}{2\sigma^2}) \), \( \sigma^2 = \frac{1}{\tau_T^2} - \frac{2}{\tau_q^2} \), an estimate of Saint-Venant type. Moreover, for the steady-state vibrations we establish an exponential decaying estimate in terms of the amplitude vibration, provided the frequency is lower than a critical value and for delay times \( \tau_q \geq 0 \) and \( \tau_T \geq 0 \).
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Given $\beta \in \mathbb{R}$ and $\varrho, k > 0$, we analyze an abstract version of the nonlinear stationary model in dimensionless form

\[
\begin{align*}
  u''' + \left( \beta + \varrho \int_0^1 |u'(s)|^2 \, ds \right) u'' + k(u - v) & = 0 \\
  v''' - \left( \beta + \varrho \int_0^1 |v'(s)|^2 \, ds \right) v'' - k(u - v) & = 0
\end{align*}
\]

describing the equilibria of an elastically-coupled extensible double-beam system subject to evenly compressive axial loads. Necessary and sufficient conditions in order to have nontrivial solutions are established, and their explicit closed-form expressions are found. In particular, the solutions are shown to exhibit at most three nonvanishing Fourier modes. In spite of the symmetry of the system, nonsymmetric solutions appear, as well as solutions for which the elastic energy fails to be evenly distributed. Such a feature turns out to be of some relevance in the analysis of the longterm dynamics, for it may lead up to nonsymmetric energy exchanges between the two beams, mimicking the transition from vertical to torsional oscillations.
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Optimal control is a branch of control theory devoted to the construction of control strategies optimizing some given performance index in the operation of a controlled system described by Ordinary or Partial Differential Equations. In addition to the classical fields of application (e.g., robotics, spacecraft control, decision theory), extensions of this theory also appear in the treatment of two-player games and multi-agent systems.

The minisymposium is conceived to provide an outline of some recent directions of research in the field of optimal control, differential games and related problems. Within this scope, the main focus will be on dynamic programming (DP) techniques. In fact,
despite their computational complexity, numerical DP techniques have undergone a great development in the last decades, and are gaining an increasing interest in the optimal control community. The lines of research involved in the minisymposium include, but are not limited to, stochastic optimal control, flow on networks, hybrid control systems and mean field games.
An efficient numerical method for Stationary Mean Field Games
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Mean Field Games (MFG) theory has been introduced by J.M. Lasry and P.L. Lions in [3], in order to study differential games in which the number of players goes to infinity. The limit behavior of the underlying optimal control problem is then described by a system of nonlinear PDEs, namely a Hamilton-Jacobi-Bellman equation coupled with a Fokker-Planck equation. The first equation provides an optimal control for each player, according to the mass distribution of all the players, whereas the second equation evolves the mass distribution employing the optimal strategy of each player. The theory is very flexible to many applicative fields and is attracting an ever increasing interest with several applications in economics, physics and biology. In this respect, the long time behavior of the MFG system is of particular interest, since it provides Nash equilibria for the associated differential game. This leads to solve stationary MFG systems of ergodic type, increasingly demanding for the development of efficient numerical methods.

In this talk we present a new approach to the numerical solution of Stationary Mean Field Games (see [1], [2]). It is based on a Newton-like method for inconsistent systems of nonlinear equations, arising in the discretization of the corresponding Ergodic Hamilton-Jacobi-Bellman and Fokker-Planck equations. We avoid completely classical approaches based on regularization techniques, such as ergodic and long time approximations, solving the stationary MFG system directly. We show that the new method is able to solve efficiently MFG systems on Euclidean spaces and Networks, also in the case of more competing populations and for homogenization problems. We present several numerical experiments in dimension one and two, showing the performance of the proposed method in terms of accuracy, convergence and computational time.
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In the last half a century, the use of new technologies changed consistently the sport of sailing. This activity, became mainly not relevant from its commercial and military uses since the beginning of the XIX century, preserved a large interest from the purely sportive and technological development.

In this talk we deal with the aspect related to the route planning and the race strategy. A relevant contribution in it can be made using optimal control and differential games techniques.

To fix the ideas let us make a practical example of route planning. Following an objective of reaching a waypoint placed upwind (a buoy, for example) a sailing boat can not point directly the target. Simplifying a bit this is due to the fact that its speed is depending to the relative angle between the course and the direction of the wind (True Wind Angle TWA). Generally such speed is related to the TWA following a function (normally called polar plot, typically not convex). If we compute the optimal trajectory to reach the target using standard optimization techniques we obtain some unsatisfactory results coming from the non convexity of the dynamics. For this reason we propose to use a hybrid control approach [1] as presented for other purposes in [2]. We illustrate the advantages and the possible developments of the technique.
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The first goal of this talk is to present and to justify Hamilton-Jacobi formulation for macroscopic traffic flow model. The idea is to show how it is possible to deduce macroscopic models of traffic flow from microscopic ones. The main advantage of microscopic models (in which we describe the dynamics of each vehicle in an individual way) is that one can easily distinguish each vehicle and then associate different attributes (like maximal velocity, maximal acceleration...) to each vehicle. It is also possible to describe microscopic phenomena like red lights, slowdown or change of the maximal velocity. The main drawback is for numerical simulations where we have to treat a large number of data, which can be very expensive for example if we want to simulate the traffic at the scale of a town.

On the contrary, macroscopic models consist in describing the collective behavior of the vehicles for example by giving an evolution law on the density of vehicles. The oldest macroscopic model is the LWR model ([6, 7]), which dates back to 1955 and is inspired by the laws of fluid dynamics. More recently, some macroscopic models proposed to describe the flow of vehicles in terms of the averaged spacing between the vehicles (in some sense, the inverse of the density, see the work [5]). The main advantage of these macroscopic models is that it is possible to make numerical simulations on large portion of road. On the other side, it is more complicated to describe microscopic phenomena.

Generally speaking, microscopic models are considered more justifiable because the behavior of every vehicle can be described with high precision and it is immediately clear which kind of interactions are considered. On the contrary, macroscopic models are based on assumptions that are hardly verifiable. As a consequence, it is often desirable
establishing a connection between microscopic and macroscopic models so to justify the latter on the basis of the verifiable modeling assumptions of the former.

In the first part of this talk we will show how to pass from microscopic models to macroscopic ones. As we will explain, this problem can be seen as an homogenization result on a non-local Hamilton-Jacobi equation. More precisely, at the microscopic scale, we will consider a first order model of the type "follow the leader", i.e., the velocity of a vehicle depends only on the distance with the one in front of it and we will consider a local perturbation located at the origin which make slow down the vehicles. At the macroscopic scale, we attend to recover an Hamilton-Jacobi equation on the right and on the left of the origin and a condition of junction at the origin (as studied in [1]). This junction condition allows us to see the influence of the microscopic perturbation at the macroscopic scale.

In the second part of this talk we will present numerical scheme to solve this kind of Hamilton-Jacobi equations posed on networks. Recently, Costeseque, Lebacque and Monneau [1] propose a convergent finite difference scheme for HJ equations on networks and Imbert and Koumaiha [3] prove some error estimate for this scheme. In this talk, we will show how it is possible to use a semi-lagrangian algorithm for this problem. The difficulty here is to take into account the junction condition and in particular the fact that the hamiltonian can be different on different branches of the network.

**Keywords** specified homogenization, Hamilton-Jacobi equations, traffic flow, microscopic models, macroscopic models.
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A class of filtered scheme for second order Hamilton-Jacobi-Bellman equations
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In this work we present a new class of high-order numerical schemes for second order time-dependent Hamilton-Jacobi-Bellman (HJB) equations. The equations considered involve possibly degenerated diffusions. Different ingredients are used. First, the idea introduced by Oosterlee in [5] and revisited, more recently, in [2] of using second order Backward Difference Formula (BDF2) approximation for the time discretization together with implicit schemes, showing good stability properties without CFL like conditions. Second, the policy iteration procedure to solve the related implicit discretized equations. However these first two steps lead to a non-monotone scheme, which prevents the use of the theoretical convergence results such as in [1]. Therefore on top of this we also use a “filtering” with a (low-order) monotone scheme to ensure convergence of the scheme, following the works [3] and [1]. With this suitable local modification we obtain a convergent scheme which is numerically of second order in time and space in the regular regions of the data. Numerical illustrations are presented on equations related to stochastic optimal control problems in mathematical finance.
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Parabolic optimal control approaches for pedestrian dynamics
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In this talk we present an optimal control approach modelling fast exit scenarios in pedestrian crowds. In particular we consider the case of a large human crowd trying to exit a room as fast as possible. The motion of every pedestrian is determined by minimising a cost functional, which depends on his/her position, velocity, exit time and the overall density of people. This microscopic setup leads in the mean-field limit to a parabolic optimal control problem. We discuss the modelling of the macroscopic optimal control approach and show how the optimal conditions relate to Hughes model for pedestrian flow. Furthermore we provide results on the existence and uniqueness of minimisers and illustrate the behaviour of the model with various numerical results.
Value function and optimal trajectories for a control problem with supremum cost function and state constraints
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We study an aircraft abort landing problem formulated as a trajectory optimization problem with five dimensional state system, in presence of state constraints, and involving a maximum running cost function.  
We are interested in studying a numerical approach based on Hamilton-Jacobi-Bellman theory. To do this, we develop new tools in the framework of HJB equations to handle in a rigorous way the state constraints.  
Our approach is based on a reformulation of the problem in an auxiliary control problem free of state constraints (exact penalization). This step allow us to get a characterization of the epigraph of the value function without assuming any controllability assumption.  
Another tool that we develop in this study concerns some theoretical results for the trajectory reconstruction. In this topic, we introduce several procedures and prove their convergence. Several numerical experiments on the abort landing problem show the relevance of the theoretical results.
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In everyday scientific applications, scientists encounter problems that are heterogeneous “in nature” [4]. Typical examples of such problems are mechanical interaction of incompressible fluids with flexible structures, propagation of acoustic waves in heterogeneous media, aerodynamics applications, fluid dynamics and crystal growth processes; see, e.g., [3] for a review and [1][2][3] for recent mathematical developments.

Problems having a “heterogeneous nature” are very challenging from the mathematical and numerical analysis point of view, where a crucial issue is to develop techniques and
methods to obtain adequate matching conditions at the interface that separates the heterogeneous subregions.

In this minisymposium, recent advances of heterogeneous domain decomposition methods are discussed and new perspectives are posed in light of the most recent developments.
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In this work we consider the mechanical interaction of an incompressible fluid with immersed thin-walled elastic structures. This is a widespread multi-physics problem that appears in a number of scientific and engineering fields: from the aeroelasticity of sailing boats and parachutes to the biomechanics of animal cells and physiological flows. In order to address situations involving large structural deflections, with solids that might come into contact or that might break up, we combine an Eulerian formalism in the fluid with an unfitted mesh discretization, in which the solid mesh deforms independently of a background fixed fluid mesh. The thin-walled nature of the immersed solid introduces jumps on the fluid stresses which, respectively, results in weak and strong discontinuities of the velocity and pressure fields across the interface. The approximation spaces allow to capture these discontinuous features through suitable enrichment of the intersected elements (see [1]). The kinematic/dynamic fluid-solid interface conditions are enforced consistently using variants of Nitsche’s method involving cut elements. Robustness with respect to arbitrary interface/element intersections is guaranteed through a ghost penalty stabilization (see [2]). For the temporal discretization, several splitting schemes with different degrees of fluid-solid decoupling (implicit, semi-implicit and explicit) are investigated. In particular, we address the extension of the explicit coupling paradigm introduced in [3] to the unfitted mesh framework. The stability and convergence properties of the methods proposed are rigorously analyzed in a representative linear setting. Several numerical examples, involving static and moving interfaces, illustrate the performance of the methods (see, e.g., Figure 1).
Figure 1: Snapshots of the velocity field magnitude and pressure elevation obtained with an ALE based method (fitted meshes) and the present Nitsche-XFEM method (unfitted meshes).

References


An overlapping approach to couple Navier-Stokes and Darcy equations
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In this talk we consider the Navier-Stokes/Darcy problem modeling the filtration of incompressible fluids through porous media. To realize this coupling we use the so-called Interface Control Domain Decomposition (ICDD) method proposed in [1, 2]. The global computational domain is split into two overlapping subdomains in which we solve Navier-Stokes and Darcy equations, respectively, and the overlap corresponds to the transition region between the two regimes. ICDD introduces new auxiliary control variables on the subdomain internal boundaries (named interfaces) that play the role of the unknown traces of the Stokes velocity and Darcy pressure. Such controls are determined by minimizing a suitable cost functional that measures the jump of the quantities of interest at the interfaces of the decomposition. As a matter of fact we solve an optimal control problem in which both controls and observation are defined on the interfaces and whose constraints are the PDE’s on the overlapping subdomains [3]. In this talk we discuss both theoretical and computational aspects of the ICDD method applied to Stokes-Darcy coupling, and we show some numerical results with the aim of comparing our approach with classic coupling techniques based on non-overlapping decompositions and the Beavers-Joseph-Saffman interface conditions.
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Heterogeneous domain decomposition methods, a terminology that was introduced in [22], are domain decomposition methods to solve problems which are using different models in different parts of the domain. There are two reasons for using different models for different regions: the first one is that there are problems where the physics is really different in different regions, and hence different models need to be used, for example in fluid-structure interaction, see [21, 5] and references therein. A very important area of application in this case is also the simulation of the cardiovascular system [10, 12], with the interaction between the blood and the arterial wall.

A second main area of heterogeneous domain decomposition methods is when homogeneous objects are simulated, but the partial differential equation modeling the physical phenomenon is too expensive to solve over the entire domain, and a simpler, less expensive model would suffice in most of the domain to reach the desired accuracy; air flow around an airplane is a typical example, where viscous effects are important close to the airplane, but can be neglected further away, see the early publication [6], and also [23, 4] and the references therein. An automatic approach for neglecting the diffusion in parts of the domain is the $\chi$-formulation [2], and there are also techniques based on virtual control originating in [6], see [1] for the case with overlap, and [19] for the case without, and also [7, 8] for virtual control with variational coupling conditions. Transmission conditions for this situation have been developed in the seminal paper [17], but with the first situation described above in mind, i.e. there is indeed a viscous and an inviscid physical domain, and the coupling conditions are obtained by a limiting process as the viscosity goes to zero, see also [13], and [3] for an innovative correction layer. An important situation that fits also into this second area is the coupling of equations across dimensions, for example the blood flow in the artery can be modeled by a one dimensional model, but in the heart, it needs to be three dimensional, see for example [11].

After a brief introduction to heterogeneous domain decomposition methods, I will focus on the second case, i.e. where the global physical problem is indeed the same across the entire domain, but we want to use a heterogeneous domain decomposition method to be able to use a cheaper model in parts of the domain where the full model is not needed. Using as a model problem the coupling of an advection diffusion reaction equation to a pure advection reaction equation, I will first define a rigorous mathematical criterion which permits to measure the quality of a heterogeneous domain decomposition method [15]. I will then give a comparison of several heterogeneous domain decomposition methods from the literature, and also introduce a new approach based on operator factorization [20], whose underlying idea goes back the the PhD thesis of Dubach [9], see also [14].
results I will show for the steady case have appeared in [13], and for the unsteady case, see [16].
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We present a Schwarz waveform relaxation method \[3, 4\] for the coupling between the heat equation and the wave equation in 1D, as a prototype of fluid-structure interaction problem \[5\]. We focus first on the idealized case of unbounded heat and wave domains, or, equivalently, bounded domains with artificial boundary conditions. Following the methodology described in, e.g., \[2\], we derive optimized conditions that improve the convergence of the coupling algorithm. Each sub-problem is then discretized with finite elements in space and standard time-marching schemes in time (backward Euler, Crank-Nicolson), as this is the case in most of the current numerical methods for fluid-structure interaction \[1\]. Some preliminary numerical results are discussed as well.
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In this talk, we focus on partition of unity (PU) based generalizations of the finite element method (GFEM) [1] [2] and discuss issues of stability and conditioning of the resulting stiffness matrix due to enrichment [3]. We present a general approach to automatically construct a stable basis for arbitrary enrichments and an appropriate multilevel solver when the employed partition of unity satisfies the flat-top property [1]. Moreover, we present a general construction for lumped mass matrices for enriched and higher order GFEM under the assumption that the employed PU is non-negative [5]. We present some numerical results from structural mechanics and fluid dynamics to show the effectiveness of the presented approach in application settings.
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In many applications, mathematical and numerical models involve simultaneously more than one single phenomenon; see, e.g., [3] and references therein. In this situation different equations are adapted in the overlapping subregion of the domain in order to approximate the physical model and obtain an efficient reduction of the computational cost. The coupling between the different equations must be carefully handled to guarantee accurate results.

In this talk, we present a new method that allows to design an efficient coupling between the different equations. This new heterogeneous domain decomposition method is based on the partition of unity framework, that has been introduced in the seminal work [1] and used as a powerful technique for the accurate solution of complicated PDEs problems; see, e.g., [2] and other related works. We show that our new method allows to couple equations of different types and has the special feature to be embedded in an optimization framework, which allows us to design efficient couplings between the considered differential equations. Numerical experiments demonstrate the efficiency of the proposed framework.
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In recent years, the construction of suitable numerical methods for solving Partial Differential Equations (PDEs) in domains consisting of networks of one-dimensional sub-domains has become the subject of much research activity. Related practical applications include gas flow in pipes, traffic flow, water flow in networks of channels and blood flow in the human circulation. In all of these applications, a crucial point is the coupling of the information coming from different sub-domains and converging to a single point, here called a junction. Devising numerical methods for junctions is therefore essential to simulate realistic fluid networks. There exists a wide variety of numerical techniques to treat junctions. For instance, one can couple one-dimensional flow models with a local multidimensional model, preserving geometrical information, such as angles, as well as momentum and energy. One can also solve a Riemann problem at a junction and use the solution in a Godunov-type numerical scheme. It is also possible to locally use a compartmental model that accounts for more complex behaviour via a system of
Ordinary Differential Equations (ODEs). Although the literature is growing, there are still mathematical and numerical aspects to be addressed.

This minisymposium aims at gathering experts in theoretical aspects and in numerical methods for PDEs in networks, as well as applications.
Kinetic and related macroscopic models for chemotaxis on networks
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In this talk we will develop coupling conditions for the kinetic chemotaxis equations and derive from these equations coupling condition for the macroscopic Cattaneo and half-moment models. These coupling conditions guarantee on the one hand the conservation of mass through nodes, and on the other hand, they satisfy a positivity condition for the density. These hyperbolic equations, as in [1, 2], require an approach to the coupling conditions which is different to the Keller-Segel context. However, in the diffusive limit, when the scaling parameter goes to 0, all coupling conditions converge to those of the Keller-Segel model, i.e. the conservation of mass through nodes and a continuity condition. With the help of asymptotic preserving schemes [3] we investigate the kinetic equations, the Cattaneo equations and the half-moment models on a single line. Combining this with a numerical method to solve the coupling problem at junctions the dynamics of the different models on complex networks can be analysed in several test cases.
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Modeling the behavior of fluids or gases in networks, e.g. gas pipelines, district heating, water and wastewater networks, canals, blood flow, etc, leads to systems of conservation laws coupled at vertices, sometimes including ODEs. We present a generalization of the ADER scheme of Toro-Castro type to such networks with ODE coupling vertices, discuss advantages and disadvantages of the approach compared to HEOC type solvers, and test the method at several numerical examples.
Junction-Generalized Riemann Problem for Stiff Hyperbolic Balance Laws in Networks of Blood Vessels

Christian Contarino  
Università degli Studi di Trento  
via Sommarive, 14 38123 - Povo (Trento) Italy  
christian.contarino@unitn.it

Eleuterio F. Toro  
Università degli Studi di Trento  
eleuterio.toro@unitn.it

Gino I. Montecinos  
Universidad de Chile  
gmontecinos@dim.uchile.cl

Raul Borsche  
Technische Universität Kaiserslautern  
borsche@mathematik.uni-kl.de

Jochen Kall  
Technische Universität Kaiserslautern  
kall@mathematik.uni-kl.de

We design a new implicit solver for the Junction-Generalized Riemann Problem (J-GRP) [3], which is based on a recently proposed implicit method for solving the Generalized Riemann Problem (GRP) for systems of hyperbolic balance laws [5]. We use the new J-GRP solver to construct an ADER scheme that is globally explicit, locally implicit and with no theoretical accuracy barrier, in both space and time. The resulting ADER scheme is able to deal with stiff source terms and can be applied to non-linear systems of hyperbolic balance laws in domains consisting on networks of one-dimensional sub-domains. Here we specifically apply the numerical techniques to networks of blood vessels. An application to a physical test problem consisting of a network of 37 compliant silicon tubes (arteries) and 21 junctions, reveals that it is imperative to use high-order methods at junctions, in order to preserve the desired high-order of accuracy in the full computational domain. For other similar numerical techniques, see [2, 4, 1]
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Managing gas transport networks is a mathematical modelling subject in planning and operating gas transportation networks which is a complex problem because of the great number of possibilities to routing the gas through the pipes (see reference books, [8], [11]).

Most papers and computer programs on the subject deal with the case of steady state. Based on steady state models, network optimization problems have been considered that, in particular, aim at saving operation costs related to the self consumption of gas in compression stations, needed to compensate the pressure loss due to pipe wall friction (see [1], [11]). However, less papers have been devoted to transient models (see, for instance, [4], [3], [2], for one single pipe, or [9], [10] and [6] for networks).

The present work deals with the numerical solution by finite volume methods of transient mathematical models of gas transport networks. The model consists of a system of nonlinear hyperbolic partial differential equations coupled at the nodes of the network whose topology is modelled by a direct graph. The edges of the graph represent pipes where the gas flow is modelled by the non-isothermal non-adiabatic Euler compressible equations for real gases, with source terms arising from heat transfer with the outside of the network, wall viscous friction, and gravity force; the latter involving the slope of the pipe.

In a previous paper, [2], the authors consider one single pipe and introduce a finite volume scheme for the corresponding model. Upwind discretization of the flux is done by using the Q-scheme of van Leer. Moreover, in order to get a well-balanced scheme the source terms are discretized by making some upwinding similar to the one in the flux term, following the general methodology proposed in [3].

As a step further, the main goal of this presentation is to consider a network. This
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requires to deal with the junctions where the one-dimensional gas dynamic equations for pipes converging at the junction are coupled. The proposed technique consist in using one-dimensional models for the pipes with two-dimensional models for the junctions.
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The nonlinear Shallow Water Equations (SWE) proposed by A.B. de Saint-Venant as a one-dimensional-in-space free-surface flow model are widely used in hydraulic engineering for the prediction of water levels.

Given an open channel, the 1D SWE only describe the time evolutions of the cross-sectional area and of the water discharge, quite crudely (in comparison with e.g. the free-surface Navier-Stokes equations). But they can be solved very efficiently for e.g. flood forecasting and dam-break wave, when supplemented with initial and boundary conditions.

Now, rivers are often made of a main stream channel plus distributary and tributary channels. For the purpose of numerical simulation, a number of river systems have been modelled as networks of 1D open channels governed by SWE connected through junctions (confluences). Various equations have been added at the junctions by practitioners to set a well-posed evolution problem.

In this talk, we explain how junctions are handled in the software Mascaret1 which is currently used in France by EDF, CEREMA and SCHAPI among others to manage hydraulic structures or forecast floods on some French rivers (Garonne, Loire, Seine...).

We also discuss some mathematical and physical issues raised by the chosen junction models.

From the physical viewpoint, the choice of a junction model that connects the cross-sectional areas and the water discharges in different intersecting branches can obviously not take into account all the processes occurring at small scale. The choice of a junction model therefore favours some macroscopic trend like the continuity of smooth variables (such as the water elevation when the flow remains subcritical) and first principles like mass conservation (implying an equation for the discharges). The problem is: how to devise a model that encompasses various flow regimes (including transcritical) and can be used numerically for operational purposes.

From the mathematical viewpoint, the (discrete) network model has to be well-posed in numerical practice, that is when supplemented with realistic initial and boundary conditions. Now, there is still not a well-established theory for generalized Riemann problems at a junction connecting 1D hyperbolic systems of conservation laws like SWE. However, a number of schemes are efficiently used in practice. Are they reliable?

1www.opentelemac.org
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The extraction and the assessment of useful information from the huge amount of data available in Bioinformatics, Neurosciences, Cloud Web Services or Climate modelling poses many challenges and difficulties. The goal of the minisymposium will be to approach and discuss recent trends in data mining, focusing on the analysis and the classification of large
data sets using novel methods, numerical models and efficient and reliable algorithmic strategies belonging to the family of clustering and genetic algorithms, neural networking and regression analysis. In particular, we are interested in the emerging techniques for data analysis addressed to relevant real-world applications, in order to share ideas, experiences and research results. The topics include, but are not limited to, problems related to Signal Processing, Multi-variate Analysis and Classification, Distributed Computing for e-Health, Machine Learning in Social Systems.
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In applications such as social, energy, transportation, sensor, and neuronal networks, big data naturally reside on the vertices of graphs. Each vertex stores a sample, and the collection of these samples is referred to as a graph signal. The product of the network graph with the time series graph is considered as underlying structure for the evolution through time of graph signal “snapshots”. The framework of signal processing on graphs [4] extends concepts and methodologies from classical discrete signal processing. The task of sampling and recovery is one of the most critical topics in the signal processing community.

In this talk, we present some localized iterative methods, obtained by modifying the Marvasti algorithm [2] in classical signal processing, for interpolating graph signals from only a partial set of samples, both in vertex and time domain. Our methods are also compared with other recent algorithms [3, 5] in order to study rate of convergence and computational efficiency [1]. The experimental results demonstrate the effectiveness of the proposed reconstruction methods in real world datasets and noisy scenarios.
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Flows generated by single (distributed) sources such as flows generated by wells are of central interest in hydrology. Many solutions for such flows have been derived for different configurations in homogeneous \( [6] \) as well as layered aquifers (e.g., \([7]\)). These solutions have served as a basis for solving many practical problems. Actually, natural porous formations are heterogeneous, with their transmissivity varying in the space quite irregularly \([2]\). In this paper, we are concerned with modeling of steady water flow at regional scale. By regional scale, we refer to entire aquifers (or major parts) that are characterized by horizontal scales much larger than the formation thickness. At this scale, it is customary to model the flow as two dimensional in the horizontal plane by averaging the head and specific discharge over the thickness.

At stationary conditions, an elliptic PDE is the mathematical model describing the hydraulic head with respect to the water surface in the well; in this model the well represents a singular-type flow so a Dirac delta function \( \delta \) is assumed to describe the effects of the extraction on the piezometric height. The solution is request to be a continuous function.

A new numerical approach is presented in which a scheme \textit{Finite Difference (FD)-like} is applied to a totally unstructured node distribution; this is possible by approximating the successive differential operators through a linear combination of functions belonging to a suitable \textit{Radial basis}. Such an approach is particularly attractive taking into account the possible presence of “obstacles” or sites where a sampling is impossible or, even, forbidden, in the surrounding of the well (e.g. a river, a waste dump, a building,...).

We solve the problem consisting in the groundwater equation (in the hypothesis of extensive aquifer \([8,9]\)), with a suitable boundary condition. In polar coordinates it becomes:

\[
M(P) : \begin{cases}
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial h}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 h}{\partial \theta^2} = -\frac{Q}{T} \frac{1}{2\pi r} \delta(r) & (r, \theta) \in \Omega \\
h(r, \theta) = h^B & (r, \theta) \in \partial \Omega
\end{cases}
\]  

(1)

where \( Q \) is the rate of flow through an arbitrary cross-section (of the well), \( T \) represents the transmissivity of the aquifer for horizontal flow, \( \gamma \) is the specific weight of the water; we set \( \gamma = 1 \). It is a realistic assumption let \( h \) goes towards zero, when the distance from the well grows up. Some issues arise in the numerical solution of in this problem:

(a) the numerical modeling of the Dirac delta \( \delta \); this will affect the boundary condition around the well;

(b) the numerical scheme to approximate derivatives.

Joint research topics with: Prof. Giulio Giunta (University of Naples “Parthenope”) and Prof. Gerardo Serverino (University of Naples Federico II)
The point (a) has been dealt with by following [10]. As concerned the point (b), a FD scheme has been used, since it is widely used in large-scale simulations in many applications, such as geophysical fluid dynamics. We focus on the idea to integrate FD approach with the new emerging Radial Basis Function Finite Difference (RBF-FD) scheme.

Firstly a discretization for the differential operators is introduced; a circular grid excluding the singular-type point is set; the fixed node locations are such \( s_{i,j} = (r_i, \theta_j) \), \( i, j = 1, \ldots, n + 1 \); the five-point Laplacian scheme, furnishes a FD second order approximation for second order derivatives:

\[
M_h(P) : \begin{cases} 
  h_{i+1,j} - 2h_{i,j} + h_{i-1,j} + \frac{1}{\Delta^2_r} h_{i,j+1} - 2h_{i,j} + h_{i,j-1} + \frac{1}{(\Delta^2_r)^2} \delta, \\
  i = 1, \ldots, m, \\
  j = 0, \ldots, n + 1, \\
  h_{1,j} = -\frac{Q}{2\pi \Delta_r} \\
  h_{m+1,j} = 0
\end{cases}
\]

where \( \Delta_r \) is the radial step in the structured grid. The solution in heterogeneous soils requires a stochastic parametrization of the transmissivity field. The randomness of the hydraulic transmissivity induces the randomness of the hydraulic head. In Fig.1 there is an example of solution of (2) computed by a prototypical software module developed by the authors.

It’s well known that in FD formulae the successive differential operators at a given point are approximated as linear combinations of its values at some equispaced nodes, where unknown weights are computed by polynomial interpolation. In these scheme the grid points are imposed to belong to a structured grid. This constraint strongly limits the geometric flexibility of the method. A RBF-FD scheme allows to overcome this drawback. RBF, originated as a technique for interpolation of multidimensional scattered data, became popular as a mesh-free method for the solution of PDEs on irregular domains [4, 5]. Being entirely mesh-free, RBF-FD discretizations are suitable when local refinements or scattered nodes are needed. For example, RBF-FD can successfully be used to deal with the heterogeneity and irregularity of the domain surrounding the well. This opportunity let’s hope that the accuracy of the solution will improve. A brief survey on the evolution of RBFs and the application of RBF/RBF-FD discretizations for solving large-scale benchmark problems, mostly from geoscience, is in [3].

Let \( x_1, \ldots, x_N \) be a stencil consisting of \( N \) scattered nodes and \( L \) a differential operator. For a given node, say \( x_1 \), the objective is to approximate \( Lu(x_1) \) as a linear combination of the values of \( u \) at the \( N \) scattered nodes, so that

\[
Lu(x_1) \approx \sum_{i=1}^{N} \alpha_i u(x_i)
\]

The weighting coefficients \( \alpha_i \) are computed by setting a suitable RBF, \( \phi_i \), \( i = 1, \ldots, N \) and then by assuming the following approximation:

\[
Lu(x_1) \approx L\phi_j(x_1)
\]

with

\[
L\phi_j(x_1) = \sum_{i=1}^{N} \alpha_i \phi_j(x_i), \quad j = 1, \ldots, N
\]

The \( N \) is a system of \( N \) linear equations on \( N \) unknowns, solved by linear interpolation of the RBF in the scattered nodes. The computed weights can be used in the approximation
so furnishing the weighted FD formulas. How to derive the exact RBF-FD formulas for first and second derivatives is in [1]. RBF are generally characterized by the presence of a shape parameter. In [1], it is proved that an optimal value of the shape parameter for which the discretization error is minimum can be found. This allow to improve the accuracy granted by the FD schemes.

The choice of the Radial basis \( \{ \phi_j \} \) is critical. In our problem the solution is meaningful around the well while tends to zero far from it (see Fig.1); moreover it must be a continuous function in the whole domain; a possible choice can be the infinitely smooth RB Gaussian functions:

\[
\phi(d = \| \mathbf{x} - \mathbf{x}_k \|) = e^{-(\varepsilon d)^2}
\]

where \( \varepsilon \) is the shape parameter and the norm is the Euclidean distance function. Finally, we are working to define a new radial basis that better fits the specific data from the problem in exam.
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In this talk we exhibit Schwarz Waveform Relaxation (WR) methods for fractional diffusion-wave equations of the form

\[
\frac{\partial u}{\partial t}(x,t) - \frac{\nu}{\Gamma(\beta)} \int_0^t (t-\tau)^{\beta-1} \frac{\partial^2 u}{\partial x^2}(x,\tau) d\tau = f(x,t), \quad \beta \in (-1,1)
\]

for \( x \in \Omega \subseteq \mathbb{R} \) and \( t > 0 \), taken together with Dirichlet boundary conditions and with the initial condition \( u(x,0) = u_0(x) \) for \( x \in \Omega \).

Such equations describe anomalous diffusion processes and wave propagation in viscoelastic materials. They are interesting in the physical, chemical and engineering literature, as for example filtering to improve satellite image classification and to map burned areas, furthermore they are applied in image structure preserving denoising (see [1] and [2] and references therein contained). Other applications of the fractional diffusion equations deal with modeling anomalous heat transport in geothermal reservoirs (see [3]). Schwarz WR methods have been mainly developed and analysed for several kinds of PDEs [3, 4, 5], and consist in decomposing the spatial domain into subdomains (Domain decomposition technique) and solve iteratively time dependent problems on subdomains, exchanging information at the boundary. Domain decomposition methodology is well suited for parallelization on architectures such as GPUs or multicore CPUs. First of all we consider the classical Schwarz WR method on infinite spatial domain. If we decompose the domain into two subdomains it assumes the form

\[
\begin{align*}
\mathcal{L}(u_1^{k+1}) &= f & \text{ in } \Omega_1 \times \mathbb{R}_+ \\
u_1^{k+1}(L,t) &= u_2^k(L,t) & t > 0 \\
u_1^{k+1}(x,0) &= u_0(x) & x \in \Omega_1 \\
\mathcal{L}(u_2^{k+1}) &= f & \text{ in } \Omega_2 \times \mathbb{R}_+ \\
u_2^{k+1}(0,t) &= u_1^k(0,t) & t > 0 \\
u_2^{k+1}(x,0) &= u_0(x) & x \in \Omega_2
\end{align*}
\]

where an initial guess \( u_0^0(0,t) \) and \( u_0^0(L,t), t \in \mathbb{R}_+ \), needs to be provided and where the operator \( \mathcal{L} \) is defined from

\[
\mathcal{L}(u) = u_t - \nu \partial^{-\beta}u_{xx}.
\]

We observe as this method make use of Dirichlet transmission condition at the artificial interfaces. We analyse the convergence behaviour of the classical Schwarz WR method on infinite spatial domain. We first prove both the linear convergence rate on unbounded time intervals and the superlinear asymptotic convergence rate on bounded time intervals,
showing as Dirichlet boundary conditions at the artificial interfaces inhibit the information exchange between the subdomains and therefore slow down the convergence of the method. So, we construct optimal Schwarz WR methods both on infinite spatial domain and on finite spatial domain, by decomposing the spatial domain into N subdomains and by providing the transmission conditions which assure convergence in N iterations. The Optimal Schwarz WR method on 2 subdomains assume the form

\[
\begin{align*}
\mathcal{L}(u_1^{k+1}) &= 0 & & \text{in } \Omega_1 \times \mathbb{R}_+ \\
u_1^{k+1} + \Lambda^+(u_1^{k+1}) &= u_2^{k} + \Lambda^+(u_2^{k}) & & x = L, \ t > 0 \\
\quad u_1^{k+1} &= 0 & & x \in \Omega_1, \ t = 0 \\
\mathcal{L}(u_2^{k+1}) &= 0 & & \text{in } \Omega_2 \times \mathbb{R}_+ \\
u_2^{k+1} + \Lambda^-(u_2^{k+1}) &= u_1^{k} + \Lambda^-(u_1^{k}) & & x = 0, \ t > 0 \\
\quad u_2^{k+1} &= 0 & & x \in \Omega_2, \ t = 0
\end{align*}
\]

where \(\Lambda^+\) and \(\Lambda^-\) are linear operators acting on the boundary in time and having corresponding symbols

\[
\lambda^+ := + \frac{s^\gamma}{\sqrt{\nu}}, \quad \lambda^- := - \frac{s^\gamma}{\sqrt{\nu}}.
\]

The research that led to the present talk was partially supported by a grant of the group GNCS of INDAM.
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Iterative Filtering, which is an alternative technique to the Empirical Mode Decomposition algorithm for the decomposition of non–stationary and non–linear signals, has been proved recently to be convergent for any $L^2$ signal [1]. In this talk we introduce its extension to higher dimensions, called Multidimensional Iterative Filtering algorithm, and we show the performance of this new technique when applied to the decomposition of syntactic and real life 2D signals.
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Data for which the relative abundance is more important than the absolute quantity are called compositional and arise in a number of fields, ranging from Geochemistry to Archaeology, Agriculture, Statistics, Economics and more. For such data, the information content to be extracted and analyzed is conveyed into the ratio of parts, instead of the absolute amount. A typical example is the chemical analysis of a rock sample: what matters are ratios of parts expressed in percentages or fractions, while the absolute weight of the parts is irrelevant. Another way for saying this is that the sample space should be scale invariant. Given the scale invariance, comparing samples of different weights requires them to be standardized to a common reference quantity (1 for unity, 100 for percentages, $10^6$ for parts per million and so on), and the obvious way to obtain this standardization is to divide each sample by its total weight. This simple operation, called closure, subtly introduces a constraint on the data, which lose a degree of freedom, and hence causes a spurious correlation (the closure problem) that misleads following analysis. While the special nature of compositional data and some warnings on their handling have been formulated more than a century ago, it is no more than three decades that compositional data have found a proper representation and a complete formulation, mainly thanks to the seminal work of Aitchison [1] and the developments it solicited (see [3] for a compendium). More formally, when $N$ sample data are all positive, and it is meaningful to analyze them in terms of ratios, the vector

$$x_j = [x_{j1}, \ldots, x_{jD}]$$

of strictly positive numbers expressing the $D$ measured quantities on each sample $j \in \{1, \ldots, N\}$ in Euclidean space is called a composition. A desirable property of compositions is scale invariance, that is $x_j$ and $\alpha x_j$ should map to the same vector in the sample space $\forall \alpha \in \mathbb{R}^+$ and this can be obtained through the closure operator, defined as:

$$C(x) = \kappa \left[ \frac{x_1}{\sum_{i=1}^{D} x_i}, \ldots, \frac{x_D}{\sum_{i=1}^{D} x_i} \right]$$  \hspace{1cm} (1)

Once the closure operator is applied for standardization, the sample space becomes constrained, losess one degree of freedom and changes its nature: it is reduced to the $D$-dimensional simplex. The open $D$-dimensional simplex $\Delta^k$, closed to $\kappa > 0$, is the set...
of vectors having positive components with constant sum $\kappa$, that is:

$$S^D = \left\{ [x_1, \ldots, x_D] \mid x_i \in \mathbb{R}^+, \forall i \in \{1, \ldots, D\} \land \sum_{i=1}^{D} x_i = \kappa \right\}. \quad (2)$$

Notice that any vector $x$, having $D$ real positive components, can be always rescaled so that its components sum to a positive constant $\kappa$ (usually 1 or 100) through closure. Once proper operations are introduced, the open simplex and the Euclidean space can be shown to be isomorphic. The additive log-ratio and the centred log-ratio transformations are two of the possible realizations of the isomorphism between the two vector spaces (the simplex and the Euclidean space). The additive log-ratio is the transformation $alr : S^D \rightarrow R^{D-1}$ defined as follows:

$$alr(x) = \left[ \log \frac{x_1}{x_D}, \ldots, \log \frac{x_{D-1}}{x_D} \right] \quad (3)$$

where the choice of the $x_i$ at the denominator is arbitrary. Its inverse is:

$$alr^{-1}(y) = \mathcal{C} \left[ e^{y_1}, \ldots, e^{y_{D-1}}, 1 \right]. \quad (4)$$

The centred log-ratio is the transformation $clr : S^D \rightarrow U^D$, where $U^D$ is an hyperplane in $R^D$, defined as follows:

$$clr(x) = \left[ \log \frac{x_1}{g(x)}, \ldots, \log \frac{x_D}{g(x)} \right] = \log \frac{x}{g(x)} \quad (5)$$

where $g(x)$ is the geometric mean of the components of $x$. Its inverse is:

$$clr^{-1}(y) = \mathcal{C} \left[ e^{y_1}, \ldots, e^{y_D} \right] = \mathcal{C} \left( e^y \right). \quad (6)$$

Since both transformations include logarithms of ratios of parts, their computation accuracy is strongly affected by the closeness of the values (ratios close to one produce logarithms close to zero) and can generate not negligible distortions due to the unbounded propagation of the errors on the available data. Purpose of the study is to perform a sensitivity analysis and to reveal the compositions for which the transformations can, or cannot, be accurately computed: following the approach presented in [2], the error propagation in using both the $alr$ and $clr$ transformations will be studied; specifically, it will be shown that the amplification factors of the relative errors from the data $x$ to the solutions $alr(x)$ and $clr(x)$ are, under some circumstances, unbounded and should hence be carefully managed. The practical consequence is that special care must be taken when operating on data that are in a certain area of the simplex where the transformations are component-wise ill conditioned.
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In this talk, we present a numerical method that integrates differential equations by exploiting the a-priori known information about the qualitative behaviour of the exact solution. We focus on problems characterized by an oscillatory dynamics, for which time series of experimental data are also given and can be properly merged into the numerical scheme. Indeed, classical numerical methods could require a very small step-size to accurately follow the oscillations because they are constructed in order to be exact (within round-off error) on polynomials up to a certain degree. For this reason, we propose a method that is constructed in order to be exact on functions other than polynomials, following the well-known strategy of exponential fitting [4]. These basis functions are supposed to belong to a finite dimensional space (the so-called fitting space) and are properly chosen according to the behaviour of the exact solution. As a result, the coefficients of the corresponding numerical method are no longer constant as in the classical case, but are functions of a parameter characterizing the exact solution, whose value is clearly unknown. Hence, we need to deal with the two main problems deriving from exponential fitting technique: the choice of a suitable fitting space and the estimate or the computation of the parameter which the numerical method depends on.

We show how approaching these aspects by taking into account the existing theoretical studies on the problem and observing the time series of experimental data. Since we numerically integrate problems having periodic waves as fundamental solutions, we choose a trigonometrical fitting space, whose functions depend on a parameter which is the frequency of oscillations of the exact solution. We propose estimating the parameter by minimizing the leading term of the local discretization error [2]. However, when time series of experimental data are available, we can choose the frequency of observed oscillations as an estimate of the parameter, thus avoiding expensive procedures based on solving nonlinear systems of equations as in [1].
We focus on the oscillatory dynamics occurring in the well-known Belousov-Zhabotinsky reaction, that generally consists of the oxidation of an organic substance by bromate ions facilitated by a metal ion (cerium or iron) in an acid medium. In such reactions, oscillations are observed in the concentrations of the metal ion [5]. Chemical kinetics is described in the well-known Oregonator model developed by Fields-Körös-Noyes [3]. We numerically integrate this ODE system following the above-mentioned exponential fitting strategy. Since we observe oscillations in time series of experimental data [5], we use a trigonometrically fitted space and we choose the frequency of observed oscillations as an estimate of the parameter which the coefficients of the method depend on.

Numerical experiments will be provided to show that such an adapted method accurately follows the oscillations observed in experimental data, without strongly reducing the step-size as in the classical case. Moreover, the analysis of experimental data provides a cheap estimate of the parameter.

In summary, adapted methods may guarantee a better balance between accuracy and efficiency than classical ones but require the computation of the parameter. Therefore, applying the exponential fitting strategy is convenient only if the optimal parameter selection is not too expensive. This limit is overtaken when experimental data are available because the parameter can be estimated without increasing the computational cost at all.

The research that led to the present talk was partially supported by a grant of the group GNCS of INDAM.
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The presentations are in part related to the research activities of the participants to the SIMAI study group on Life and Environmental Sciences. They will show several mathematical models and results, both analytical and numerical, applied to many biological and collective systems in Life Sciences. These will span over a wide range of approaches, including continuum mechanics, reaction-diffusion equations, delay differential equations, inverse problems, optimal control, statistics, measure theory, population dynamics, and hybrid and multiscale methods.
A Mathematical Model of the Action of Stem Cells for Cardiac Tissue Regeneration
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Stem cells have shown to have a high potential for the treatment of heart failure (infarct) through regeneration of cardiac tissue and restoration of cardiac contractility. In a previous paper [1] a first, simplified, numerical model of the action of stem cells was proposed with the aim of studying the optimal protocol for the stem implant in the tissue in order to replace the necrotic area (localization of the implant, number of stem cells to be implanted in each injection, implant times and so on).
The model described the cell growth, the nutrient transport and its consumption via reaction-diffusion equations. Since the stem tend to reconstruct the damaged tissue, substituting the necrotic cells, the shrinking of the ischemic area led to a moving boundary problem.

The theoretical and numerical model assumed, for simplicity, a spherical symmetry of the necrotic area. The stem cells distribution and their proliferation near the ischemic area, as well as the transport of nutrients were studied and were correlated with several parameters, as the maximum reaction rate, the saturation coefficient, the cell death parameter, the stem cell and the nutrient diffusion coefficient, the nutrient flux, the radius of the necrotic area, the implantation factor, the stem cell decay rate.

Several parameters were obtained from literature, while others were taken in physiologically reasonable ranges.

The research group from IFT-CNR recently performed several experiments in order to relate pH, stem cells growth, metabolism and mortality to the temperature, the glucose concentration and nutrient volume.

In this communication we test the previous model with the experimental data, in order to tune the parameters and give some preliminary, though still semiquantitative, predictions, also with a view to modify the geometry of the infarcted area.
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In order to sustain cancer growth beyond a critical size of about 1-2 mm, tumor cells can stimulate new vessels formation across distances of some millimeters, in a process called angiogenesis. The capability of cancer cell to promote angiogenesis mostly relies on the expression of a chemical factor, called vascular endothelial growth factor (VEGF), that induces endothelial cell proliferation and promotes their migration inside the extracellular space towards the source of the growth factor. The process of endothelial cells proliferation can be described by the interfacial growth theory [1], as it occurs in the endothelial layer of the capillary wall (190-270 nm), which is much smaller than the tumor-capillary distance (1-5 mm) and the capillary lumen (4-5 \( \mu \)m). Thus, we propose an original mechanistic approach to angiogenesis, defining a thermo-dynamically-consistent continuous model of interfacial growth that takes into account the creation of new endothelial cells at the interface between the pre-existing vasculature and the extracellular environment and the spatio-temporal evolution of the VEGF inside the domain [2]. In particular, the derived free-boundary mathematical model encapsulates i) the diffusion equation for the VEGF, ii) the interfacial mass, momentum and energy balance for the endothelial cells and iii) the volumetric mass, momentum and energy balance for the extracellular space and the capillary lumen. Finite element simulations have been performed on a 2D geometry, using the open-source program FreeFem++, and they show that both the morphology and the dynamics of the sprouting vessels are controlled by the bulk diffusion of VEGF and the chemo-mechanical and geometric properties at the capillary interface. Furthermore, the predicted morphologies resulting from the numerical simulations strikingly resemble the tree-like vascular structures experimentally observed in vivo and in vitro. Thus, we suggest that the emergence of tree-like vessel structures during tumour angiogenesis may result from the free boundary instability driven by competition between chemical and mechanical phenomena occurring at different length-scales.
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Biological systems are typically formed by different cell phenotypes, characterized by specific biophysical properties and behaviors. Moreover, cells are able to undergo differentiation or phenotypic transitions upon internal or external stimuli. In order to take these phenomena into account, we here present a modelling framework in which cells can be described either as pointwise/ concentrated particles or as distributed masses, according to their biological determinants. A set of suitable rules then defines a coherent procedure to switch between the two mathematical representations. The theoretical environment describing cell transition can be then enriched by including cell migratory dynamics and duplication/apoptotic processes, as well as the kinetics of selected diffusing chemicals influencing the system evolution. Finally, biologically relevant numerical realizations are presented in this talk: in particular, they deal with the growth of a tumor spheroid and with the initial differentiation stages of the formation of the zebrafish posterior lateral line. Both phenomena mainly rely on cell phenotypic transition and differentiated behaviour, thereby constituting biological systems particularly suitable to assess the advantages of the proposed model.
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Cancer, immune system and therapies: an evolutionary arms race
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The need to suppress cancer has involved the evolution of powerful control mechanisms and a complex immune system to allow the development of animals with large bodies and long lives. On the other hand, however, different tumor types have arisen exhibiting resistance to the immune system and, nowadays, therapy. In the history of life, then, immune system and cancer have been engaged in an evolutionary arms race driven by the twin forces of mutation and selection. Ideally therapies should be a resolutive weapon, but, despite great progresses during the last 50 years or so, the race still goes on.

The aim of this talk is to present a mathematical model, as in silico laboratory, providing some indication on the effectiveness of therapies. In the framework of ecology of cancer, we focus on two cancer subpopulation competing for resources and with immune system cells. The model is analytically and computationally studied to elucidate its properties and emerging behaviors.

First we consider an in vitro system, i.e. the cancer clones in absence of the immune cells, with an additional pressure of two types of therapies: chemotherapy and antiangiogenic therapy. The results are in good agreement with some well known experimental data obtained under laboratory conditions. The analysis suggests that if the selective pressure is low under no-treatment conditions, then therapies, increasing the selective pressure, are usually beneficial. On the contrary if a medical treatment is applied to a system with high internal selective pressure adverse effects may result, due to the enhancement of selection.

In vivo a much richer variety of behaviors appears, due to the interactions with the immune system; for instance for strong intertumoral competition, and high recognition levels by the immune system, stable stationary states are replaced by sustained oscillations. Results confirms the critical importance of the overall selective pressure to define effective therapies.

In conclusion this model supports the idea, nowadays prevalent in the biomedical literature, that an effective combination therapy can be designed using more conventional treatments together with immunotherapy.
Closed-loop control of tumor growth by means of anti-angiogenic administration
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Anti-angiogenic therapies are relatively new cancer treatments, proposed at first by Folkman [2] in the early seventies, consolidated along the nineties by several discoveries on the main principles regulating tumor angiogenesis [6] and widely debated in several theoretical and experimental studies throughout the last decade. Anti-angiogenic treatments aim at inhibiting the development of the vascular network necessary to support tumor growth during the vascular phase, so providing a way to control the heterogeneous and growth-unconstrained tumor population throughout the control of the homogeneous and growth-constrained population of endothelial cells.

In this work, we investigate and design a closed-loop model-based control law based on anti-angiogenic administration. This study is based on a quantitative model describing the growth of experimental tumors under the control of the vascular network. The adopted model was proposed by Hahnfeld et all. in [3], where the authors introduced the concept of the carrying capacity of the vasculature, i.e. the tumor volume potentially sustainable by the vasculature. The paper represents one of the first attempts to model, with a minimal number of parameters, the interplay between the dynamics of the tumor volume and of the carrying capacity, with or without administration of anti-angiogenic drugs.

The design of the closed-loop makes use of the feedback linearization [1]. The regulator is synthesized as a feedback from the state and a nonlinear observer is used to estimate the state of the system since only the tumor volume is directly measurable. The closed-loop control formally aims to track a desired low level of tumor volume. The control scheme allows to set independently the control and the observer parameters thanks to the special structural properties of the model that guarantee the separability of estimation and feedback control algorithms.

To demonstrate the validity of the algorithm, simulations are performed setting the model parameters and the initial conditions to the values estimated in [3]. Such an estimation was based on experimental data of Lewis lung carcinoma implanted in C57BL/6 mice. The data referred to volume measurements of both untreated control tumors and treated
tumors under a regimen with endostatin. For the observer initialization, the initial condition of the tumor volume was set equal to the measurement of the tumor volume at day zero while the carrying capacity is allowed to vary in the percentage range of $[-40,+200]\%$ with respect to real value. For each pair of initial conditions, two different targets have been addressed that is:

1. to keep the final value of the tumor volume within 10\% of variation of the reference level;

2. to keep the average daily amount of the administered drug within 40\% of variation with respect to the value assumed in [3].

Numerical simulations revealed to be extremely promising, showing a noticeable level of robustness against a wide range of the observer initial conditions and of the carrying capacity actual values.
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The presentations are in part related to the research activities of the participants to the SIMAI study group on Life and Environmental Sciences. They will show several mathematical models and results, both analytical and numerical, applied to many biological and collective systems in Life Sciences. These will span over a wide range of approaches, including continuum mechanics, reaction-diffusion equations, delay differential equations, inverse problems, optimal control, statistics, measure theory, population dynamics, and hybrid and multiscale methods.
Self-organized properties in activity fluctuations of neural networks

Armando Bazzani
Dipartimento di Fisica e Astronomia, Università di Bologna
via Irnerio 46, 40126 - Bologna Italy
armando.bazzani@unibo.it

Paolo Freguglia
Dipartimento di Ingegneria e Scienze dell’Informazione e Matematica, Università de L’Aquila
via Vetoio (Coppito 1), 67100 - Coppito (L’Aquila) Italy
pfreguglia@gmail.com

Elena Tea Russo
Dipartimento di Fisica e Astronomia, Università di Bologna
via Irnerio 46, 40126 - Bologna Italy
elenatea.russo@gmail.com

The study of Complex Systems has shown as the interaction structure among the elementary components plays a more essential role in defining the macroscopic properties than the nature itself of the considered components[1]. The application of network theory to analyzed the big data bases of biological and social systems has shed light on the topological and statistical properties of the interaction networks that characterize the complexity feature. However, the mere statistical analysis of data is not able to understand the correlation of the microscopic dynamics of the elementary components and the network structure and may induce erroneous explanations of the individual behavior at the base of empirical observations. The recent possibility of collecting dynamical big data bases on Complex Systems has pointed out the necessity of developing new theoretical approaches to study the evolution of complex systems as dynamical systems on a network structure. In this framework, we consider the problem as a very small perturbation of a Complex System may change the macroscopic state of the system itself. This phenomenon may be particularly relevant in neural systems that can be considered a paradigmatic example of Complex Systems. In particular we study the activity fluctuation properties of Integrate and Fire (IF) networks[2, 3, 4] connected by a graph that represent the synaptic connections, under the effect of an external stimulus. It has been shown that with this model it is easy that neurons synchronize, i.e. that close neurons fire consequentially in a small time interval. Our aim is to study the existence of a self-organized dynamical states characterized by a fat tail fluctuation distributions of the neural activity if the input strength overcome a certain threshold[5, 6]. Even if the studied graphs are very simple, the model is complex enough to present a substantial number of these critical events. A small random stimulus can generate notably large fluctuations in the activity of the network: these peaks of activity are interpreted as avalanches of inter-neural signals, especially if the system is on the edge of equilibrium. To tackle complex system’s modeling it is possible to take advantage from Stochastic Dynamical Systems theory (discrete Markov Chains)[7] and the self-criticality theory[8]. These models introduce
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an effective description of the microscopic dynamics and of the microscopic interactions by means of the Master equation, whose properties can be numerically and analytically studied. We illustrate our results on simple example of IF neural networks[9].
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Network structures have been recognized as one of the most suitable mathematical tools to model the interactions among the elementary components of complex systems. These interactions allow to introduce a dynamics in the network structure that may suggest the existence of critical phenomena in evolution of biological systems. The models can be applied to describe the dynamics of genetic networks, neural networks and ecological networks. In particular we discuss some statistical properties of Markov models associated to dynamical systems on graphs, which are support of biological networks, by considering the effects of the nonlinear interactions among connected nodes on the macroscopic stationary states of the network. However the study of evolutionary mathematical models which take into account all the possible biological scales, from the genome scale up to the ecological scale is far to be realized. There are still very useful ‘mesoscopic’ models where one neglect the details of the biochemical interactions at genetic or protein level, but tries to describe the effect of biological networks at the phenotype level of individuals. In the paper[1] we have proposed a description for the evolutionary Darwinian behaviour of an individual as standard representative \( M \) of a species, according to an ago-antagonist approach[2]. In the original formulation, this approach considers two counteracting actions related to the possible expression of a new phenotype: the agonist action promotes the expression of the new phenotypes, whereas the antagonist action tends to maintain the old one. Under the effect of random mutations and/or of the selective pressure due to the external environment one of the two action prevails and the new phenotype is expressed or the old phenotype is fixed in the population. From a mathematical point of view, the ago-antagonist model represents the evolution process as transition from an initial neutral equilibrium state towards new equilibria induced by a random perturbation. The proposed model joins three concepts that are at the base of just as many assumptions to model evolutionary systems. At first one assumes that networks are suitable to represent the interaction structures among different genes whose global activity (or inactivity) can be related to the expression (or non-expression) of a new phenotype by the individuals of a population. Certainly this idea is supported by
the success of network theory to give an overall view of empirical genetic data\cite{3, 4}. The network structure not only define a concept of neighbour that is more general than the topological concept\cite{5}, but allows to point out key nodes that could play a fundamental role in determining the evolution of the systems (controllability problem \cite{6}). Recently dynamical genetic data are recorded so that one should have the possibility of performing a study to validate this assumption. The second hypothesis concerns the existence of an ago-antagonist mechanism at the base of gene activity. This mechanism describes the genetic dynamics during an evolutionary process as an irreversible transition from an initial neutral state (that is in principle quasi-stationary, but with very long stability time) toward the fixation of an active (agonist) or inactive (antagonist) state. Of course we do not have an explanation at biochemical level of such a mechanism and this assumption can be interpreted as a simple effective description of complex underlying dynamics, which is consistent with empirical observations at mesoscopic scale. The last assumption is that the evolution of genetic networks depends on the link weights that measure the interaction among the genes by means of a control parameter (the paroxysmal parameter) in the ago-antagonist model. This hypothesis characterizes the evolutionary dynamics as the result of a sequence of mutations (for example, related to the activation of certain genes), that can trigger a cascade effect to induce a n irreversible macroscopic transition on the whole network. The consequent dynamics is interpreted in term of a self-organized criticality since the macroscopic state of the network can remain in a neutral condition up to when the mutation of some key genes triggers the cascade effect, whose propagation depends on both the network structure and the previous history. Our model gives a mesoscopic description of an evolutionary process whose validity has to be studied from empirical observations on specific cases where one has information of the genetic networks involved\cite{7}. We finally remark that the main features of the model are:

1. the existence of a threshold effect for the random environmental pressure to trigger an evolution process with the possibility of long time steady states;

2. the irreversibility of the evolution process and its critical dependence on specific events (mutation) and on its past history (self-organized criticality);

3. the existence of different time scale for evolution that could explain the discontinuity in the evolution processes;

4. the complex character of the phenotype with the possibility of considering phenotype interaction by means of a hierarchical structure of genetic networks (multiplex theory\cite{8}).
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MicroRNAs (miRNAs) are small non coding RNA molecules, composed of about twenty nucleotides, targeting specific portions of RNA messenger (mRNA) molecules, reducing their stability and enhancing translation repression [7, 10]. Since about one third of human mRNA is targeted by miRNA and a single miRNA species can target over one hundred molecules, miRNA have emerged as powerful regulators of intracellular reactions and can be considered as potential drug targets to indirectly regulate sensible proteins like oncogenes or tumor suppressors in cancer [1, 10] or to regulate cell proliferation [2] and in particular stem cell proliferation and differentiation [6, 7].

We can list two broad classes of models:

a) miRNA biogenesis (i.e., the simulation of the intricate phases of miRNA transcription, maturation, RISC detection and cytoplasmic transport);

b) mature miRNA dynamics within the intracellular environment (in particular the interaction with cytoplasmic protein networks), simulating the interaction with mRNA involved in network homeostasis.

At the best of our knowledge, the most detailed models of miRNA activity were described in [3, 8, 9], mostly based on the mass action principle.

In this communication we focus on a model of the second class, where dynamics is regulated by three basic molecular species: free mature miRNA, miRNA-target mRNA complex, mRNA, and a fourth species, the encoded protein. The dynamics is a first order one, the "speed" of a reaction being described by a first order ordinary nonlinear differential equation using mass action law.

Such models are quite general and can be applied, like "modules", at any mRNA in the network, since miRNA dynamics is in some sense universal.

In particular, our interest is in the application of the three-species miRNA model to the intracellular network regulating osteosarcoma cell behavior; we focus our attention on phospholipases, a family of enzymes overlooked in this kind of models.

Specificity of phospholipases in cell types has been recently appreciated and investigated.
Our aim is to study the kinetics of such enzymes within intracellular networks, modulated by miRNA action, to discover molecular targets to approach osteosarcoma therapy. In these models it is crucial to determine the kinetic constants by means of a process of Reverse Engineering, using the experimental data concerning the concentration of mRNA in the cell (see, for example, [4, 5]).
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The Michaelis-Menten kinetics \cite{1} is a well known successful example of mathematical application to life science. Both the standard quasi-steady-state approximation (sQSSA) and the total one (tQSSA) are essential starting points for the analysis of data on enzymatic reactions, the latter being appropriate for a larger set of parameter values \cite{1}. Indeed, these approximations should be more rigorously regarded as the zeroth order results of perturbation expansions that involve solving systems of both singularly and regularly perturbed differential equations \cite{1, 3}.

Here, against the background of the standard perturbation expansion for Michaelis-Menten kinetics beyond the sQSSA, with the usual choice of the expansion parameter $\varepsilon = e_0/s_0$ (where $e_0$ is the initial enzyme concentration and $s_0$ is the initial substrate one), we present our main results on the application to this dynamical system of the alternative approach to singularly perturbed differential equations proposed by Chen, Goldenfeld and Oono \cite{2}, that is based on the renormalization group framework (SPDERG). In fact, the Michaelis-Menten kinetics is an example of boundary layer problem, that already turned out to be particularly demanding for the application of the presently considered method \cite{5}.

By directly renormalizing the bare adimensionalized initial values, we are able to recover the standard results up to the known first order, while contemporaneously calculating the contributions to the inner solutions up to the second order, for the first time to our knowledge. Noticeably, the differential equation to be solved for the obtention of the first order outer complex contribution is simpler within the present approach. Moreover, despite of the cumbersome but not in principle difficult calculations, we verify that one gets in fact the uniform solution, hence the best approximation to the original problem one, without the need to apply matching conditions or to remove terms that otherwise would appear twice. In conclusion, we present the main results of an accurate mathematical analysis of the SPDERG in the case of Michaelis-Menten kinetics, that show both the advantages and the limits of the method in the present case. The work suggests first of
all further applications within the same context, in particular to the more experimentally interesting case in which one takes the tQSSA as starting point, and it could also be perhaps useful for more formal and concise developments of the approach.
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Let us consider an enzyme, $E$, which reacts with a protein, $X$, resulting in an intermediate complex, $C$. In turn, this complex can break down into a product, $X_p$, and the enzyme $E$. It is frequently assumed that formation of $C$ is reversible while its breakup is not. The process is represented by the following sequence of reactions

$$X + E \xrightleftharpoons[k_{-1}]{k_1} C \rightrightarrow X_p + E.$$  \hspace{1cm} (1)

Following [4], as reported in [1], we have the adimensionalized initial value problem:

$$\frac{du}{d\tau} = -u + (u + \kappa - \lambda)v, \quad u(0) = 1,$$
$$\epsilon \frac{dv}{d\tau} = u - (u + \kappa)v, \quad v(0) = 0,$$  \hspace{1cm} (2)

where $E_T$, $X_T$ are respectively the initial concentrations of the enzyme $E$ and of the protein $X$, and $\tau = k_1E_Tt$, $u(\tau) = \frac{X(0)}{X_T}$, $v(\tau) = \frac{C(0)}{E_T}$, $\lambda = \frac{k_2}{k_1X_T}$, $\kappa = \frac{k_2 + k_{-1}}{k_1X_T} = \frac{k_m}{X_T}$ and $\epsilon = \frac{E_T}{X_T}$. This is the Heineken-Tsuchiya-Aris system, [4]. Origin $(u, v) = (0, 0)$ is the unique fixed point of (2). Let $\tau = \epsilon s$. Equations (2) can be rewritten in the equivalent form

$$\frac{du}{ds} = \epsilon \varphi(u, v),$$
$$\frac{dv}{ds} = u - (u + \kappa)v$$  \hspace{1cm} (3)
where \( \varphi(u, v) = -u + (u + \kappa - \lambda)v \). Operating the substitution \( w := u - \kappa v \), i.e., \( v = \frac{u-w}{\kappa} \), we obtain: \( \varphi(u, w) = -u + (u + \kappa - \lambda) \frac{u-w}{\kappa} \) and \( \frac{dw}{ds} = \epsilon \varphi(u, w) + u(u-w) - \kappa w \). Following [9], the way we will handle parametrized systems consists of including the parameter \( \epsilon \) as a new dependent variable as in (4). This merely acts to augment the matrix \( A \) by adding a new center direction that has no dynamics. In this way, equation (3) becomes

\[
\frac{du}{ds} = \epsilon \varphi(u, w),
\]

\[
\frac{dw}{ds} = -\kappa w + u(u-w) + \epsilon \varphi(u, w),
\]

\[
\frac{d\epsilon}{ds} = 0.
\]

(4)

The eigenvalues are given by 0 (multiplicity 2) and \(-\kappa\). To find a center manifold, we search for a function \( h(u, \epsilon) \) such that

\[
D_u h(u, \epsilon) \left( 0 + f(u, h(u, \epsilon), \epsilon) \right) + \kappa h(u, \epsilon) - g(u, h(u, \epsilon), \epsilon) = 0
\]

(5)

where

\[
f(u, h(u, \epsilon), \epsilon) = \epsilon \varphi(u, h(u, \epsilon)) ,
\]

\[
g(u, h(u, \epsilon), \epsilon) = u \left( u - h(u, \epsilon) \right) + \epsilon \varphi(u, h(u, \epsilon)).
\]

(6)

We assume

\[
h(u, \epsilon) = a_1 u^2 + a_2 u \epsilon + a_3 \epsilon^2 + \ldots
\]

(7)

Substituting (7) into (5), and truncating to second order terms, we obtain: \( (ka_1 - 1) u^2 + (ka_2 + \frac{\lambda}{\kappa}) u \epsilon + \kappa a_3 \epsilon^2 + \ldots = 0 \). Equating terms of the same power to zero gives \( a_1 = \frac{1}{\kappa} \), \( a_2 = -\frac{\lambda}{\kappa^2} \) and \( a_3 = 0 \). Hence, the center manifold for system (4) is:

\[
h(u, \epsilon) = \frac{1}{\kappa} u^2 - \frac{\lambda}{\kappa^2} u \epsilon + \ldots
\]

(8)

which, for \( \kappa = 1 \), gives the result shown in [3], p.8, example 3), where the author uses equations

\[
\frac{du}{d\tau} = -u + (u + c)v,
\]

\[
\frac{dv}{d\tau} = u - (u + 1)v.
\]

(9)

By applying the sQSSA (which corresponds to impose \( \epsilon = 0 \)), we have

\[
\frac{du}{d\tau} = \frac{\lambda u}{\kappa + u},
\]

\[
v = \frac{u}{\kappa + u}.
\]

(10)

We observe that the center manifold (8) is asymptotically sufficiently close to (10). In fact, since \( v = \frac{u-w}{\kappa} \) from (8), and \( w = h(u, \epsilon) = \frac{1}{\kappa} u^2 - \frac{\lambda}{\kappa^2} u \epsilon + \ldots \), we have \( v = \frac{u}{\kappa} \left( 1 - \frac{1}{\kappa} u + \frac{\lambda}{\kappa^2} \epsilon + \ldots \right) \). Since equation (10) is obtained putting \( \epsilon = 0 \), one has

\[
v \sim \frac{u}{\kappa} \left( 1 - \frac{u}{\kappa} \right) \sim \frac{u}{\kappa} \left( \frac{1}{1 + \frac{u}{\kappa}} \right), \quad \text{for } u \to 0
\]

(11)
which is the second equation of [10]. We can conclude that, supposing $\epsilon \ll 1$, the center manifold determined in this way approximates the solution given by sQSSA.

The sQSSA is related to Tihonov’s Theorem [5]-[7]. Let $x$ be a scalar and $y$ be a two-dimensional vector, i.e. $y = (y_1, y_2)^t$. All variables are real, and $\epsilon$ is positive. Tihonov’s Theorem ensures that, under certain conditions, the solution $x(t, \epsilon), y(t, \epsilon)$ of the full initial value problem

$$\frac{dx}{dt} = f(x, y),$$
$$\epsilon \frac{dy}{dt} = g(x, y), \quad (12)$$

is connected with the solution $x_0(t), y_0(t) = \phi(x_0(t))$ of the reduced problem

$$\frac{dx}{dt} = f(x, \phi(x)),$$
$$y = \phi(x), \quad (14)$$

by the limit relations

$$\lim_{\epsilon \to 0} x(t, \epsilon) = x_0(t), \quad 0 \leq t \leq T_0$$
$$\lim_{\epsilon \to 0} y(t, \epsilon) = y_0(t) = \phi(x_0(t)) \quad 0 < t \leq T_0 \quad (16)$$

for some number $T_0$. For the total QSSA in Enzyme Kinetics, Tihonov’s Theorem is related to the Theory of Center Manifold [9] in a way enlightened in a paper in preparation [2]. Introducing the new variables $\bar{X} = X + C$ and $u = \frac{X}{C}, v = \frac{C}{E^T}$, we obtain the center manifold

$$v = u \eta + \kappa_m \left(1 - \frac{w}{u}\right) = u \eta + \kappa_m \left(1 - \frac{\sigma \kappa_m}{(\eta + \kappa_m)^2} u + \frac{1}{(\eta + \kappa_m)^2} \epsilon + \ldots\right),$$

which, again, is asymptotically sufficiently close to the tQSSA solution

$$v = \eta + \kappa_m + \sigma u - \sqrt{(\eta + \kappa_m + \sigma u)^2 - 4\eta \sigma u}. \quad (18)$$

Tihonov’s papers [5]-[7], [8] contain a significant further generalization. It deals with differential systems of the form

$$\frac{dx}{dt} = f(x, y_1, \ldots, y_m; t),$$
$$\epsilon_j \frac{dy_j}{dt} = g_j(x, y_1, \ldots, y_m; t), \quad j = 1, 2, \ldots, m, \quad (17)$$

where $\epsilon_1, \ldots, \epsilon_m$ are parameters that depend on each other in such a way that $\epsilon_1 \to 0$ implies

$$\frac{\epsilon_{j+1}}{\epsilon_j} \to 0, \quad j = 1, 2, \ldots, m - 1. \quad (18)$$

The $y_j$ and $x$ are vectors of arbitrary dimensions. The aim of the talk is to apply this result to $n$-state biological systems as, for example, the well-known Goldbeter-Koshland cycle and the double phosphorylation mechanism in a tQSSA framework.
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The presentations are in part related to the research activities of the participants to the SIMAI study group on Life and Environmental Sciences. They will show several mathematical models and results, both analytical and numerical, applied to many biological and collective systems in Life Sciences. These will span over a wide range of approaches, including continuum mechanics, reaction-diffusion equations, delay differential equations, inverse problems, optimal control, statistics, measure theory, population dynamics, and hybrid and multiscale methods.
A simple model of HIV epidemic in Italy: the role of the anti-retroviral treatment.
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We propose a simple ODE model to describe the evolution of HIV epidemic in Italy [2]. The model considers a single population of susceptibles, without distinction of high-risk groups within the general population, and accounts for the effects of immigration on both the general demography and the dynamics of the infected subpopulations. To represent the intra-host disease progression, the untreated infected population is distributed over four compartments in cascade according to the CD4 counts. A further compartment is added to represent infected people under anti-retroviral therapy. Treatment can be initiated at any stage of the disease progression with different per capita rates. Exit from
the treatment is allowed, followed by the return in the disease progression group. Analytical results about model properties in its time-invariant form are provided, in particular the global stability of the equilibrium points is established either in the absence and in the presence of infected among immigrants.

The model parameters have been assessed on the basis of a priori knowledge coming from the literature and by means of best fitting of epidemiological and demographic data from official sources: the Italian Operative AIDS Center (COA) of the National Institute of Health (ISS) [1] and the National Institute for Statistics (ISTAT) [3]. The data concern the number of total infected, treated patients, new cases of AIDS and deaths from AIDS, over the decade 2003 div 2013.

The best fitting of the available data suggests that, in the 2003 div 2013 period, the per capita treatment rate of AIDS patients was the largest (0.0032 1/day), followed by the rate of patients with CD4 count between 350 and 200 cells/µl (0.0023 1/day). Early treatment with higher CD4 counts resulted negligible. With the parameter values so assessed, the epidemic evolution (taken as a reference evolution) was predicted until year 2025.

To assess the impact of different treatment strategies, we explored different scenarios by changing the per capita treatment rates. Assuming that all patients, irrespective of their CD4 count, could be eligible for treatment (with a per capita treatment rate equal to the maximal estimated value in 2003 div 2013), the model predicted a significant impact over AIDS incidence and mortality at year 2025 (43% reduction in both new cases of AIDS and number of AIDS deaths compared to the values of the reference evolution). Moreover, the model forecasted also a relevant decrease in the number of newly infected individuals (69% decrease), thus suggesting a benefit of early treatment strategy for the control of HIV infection.

The model is intended as an initial step towards a more complex model for the evolution of anti-retroviral drug resistance, in which, following the approach outlined in [4], susceptible individuals can be infected by different virus strains resistant to different drug classes, and mutations can occur during treatment.
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In recent literature some mathematical and computational models have been developed in order to study the diffusion of an influenza epidemic, or more precisely influenza-like-illness (ILI) [1] [2] [4]. They came out to be very useful in 2009, during the alert announced by World Health Organization to prevent and control the pandemic due to a new strain of H1N1 virus. Also without serious alerts, every year during the flu epidemic peak, in almost all the European countries we assist to an increasing number of hospitalizations of people at risk (like children and elder patients), with a consequent increase of the costs covered by National Health Services and with a worrying decrease of the availability of beds and cares in hospitals. Thus, predicting models of the influenza diffusion might provide an effective help in programming and organizing the health resources necessary for the rescue. The aim of our study is the analysis of risk factors in a flu epidemic, on the basis of a sample of self-reported cases of ILI, provided by volunteers registered at the web sites of InfluenzaNet (http://www.influenzanet.eu) in the 2012-2013 season. The data where collected in seven different European countries. We modelled the occurrences of ILI cases as a non-homogeneous counting process, and we studied the influence of different factors both by applying logistic regression and by comparing the survival functions for different levels of the factors. Because of the strong non-homogeneity of the sample both in different countries and in different age classes, we stratified the sample and applied weighted general linear models to perform the logistic regression, and a weighted version of the Kaplan-Meier parameters estimators to identify the survival functions. Different weights have been chosen for different strata of the sample, according to differences put in evidence in previous studies [3].
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Ion channels are of major interest and form an area of intensive research in the fields of biophysics and medicine since they control many vital physiological functions. We present a fully stochastic and discrete model describing the main characteristics of a multiple channel system. The movement of the ions is coupled, as usual, with a Poisson equation for the electrical field; we have considered, in addition, the influence of exclusion forces.

On the other hand, we discuss the nondimensionalization of the stochastic system by using real physical parameters, all supported by numerical simulations. The specific features of both cases of micro- and nanochannels have been taken in due consideration with particular attention to the latter case in order to show that it is necessary to consider a discrete and stochastic model for ions movement inside the channels.

Possible open problems are discussed.
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The electrocardiogram (ECG) recorded during the exercise test is used to evaluate the presence of myocardial ischaemia [4]. During the test the patient on a bicycle ergometer is subjected to a workload increasing in time. The exercise is stopped when the heart rate reaches a maximum (acme), usually 85% of the estimated top heart rate based on the patient’s age. After achieving peak workload the patient spends some minutes at rest until its heart rate recovers its basic value. The R and T waves of the ECG (fig.1) occur respectively at the end of the ventricular diastolic phase and at the end of the systolic phase, which are the times of maximum and minimum ventricular filling. The instantaneous heart rate is measured from the time intervals occurring between two consecutive R peaks, the RR intervals. The series of the RR intervals, of the R and T waves amplitudes extracted from the ECG of 65 healthy subjects during exercise are in fig. 2. The data are affected by large inter individual variability, due to amplitude variations across the subjects that affect proportionally the amplitudes of the R and T waves. Since we are interested in relative variation of these variables during time, we normalise each series dividing by its temporal mean. The mathematical model of the rescaled R and T series is

\[ Y_i(t) = \mu(t) + Z_i(t), \quad i = 1, ..., n; \quad t = 1, ..., m \]  

(1)

where \( i \) is the index of the subject, \( \mu(t) \) is the population profile and the \( Z_i(t) \)'s are i.i.d. random variables with zero mean for each \( t \) and \( i \) and \( \text{Var } Z_i(t) = \sigma_i(t)^2 \). The \( Z_i(t) \)'s account for individual deviations from the population mean.

Data registration Data registration is an operation required in order to align prominent features. We use the landmark registration based on the fact that each RR series has a global minimum (acme), occurring at beat number, say \( t^*_i \). Data registration of R and T series is performed putting the time of this common feature into a common value. This is accomplished extracting a window of \( m = 600 \) beats centred at \( t^*_i \) in each series, in such a way that the acme occurs at beat number 300. In the sequel we restrict the analysis to this window. Fig. 2 provides a representation of the data in this window.

Reduction of dimensionality and smoothing The basic operation for functional data is the reduction of dimensionality, that in our case is of the order of \( 10^3 \), the number of time observations. This can be done choosing an orthonormal set that spans a suitable
functions subspace and projecting on this subspace. We use a set of cubic polynomials
B-splines $\psi_k(t), \ k = 1, \ldots, K$ with $K$ of the order of 100. Since these are smooth functions,
the reduction of dimensionality produces a smoothing of the series. Each function $X_i(t)$
can be replaced by its smoothed version $X^{(s)}_i(t)$, according to $X^{(s)}_i(t) = \sum_{k=1}^{K} c_{i,k} \psi_k(t)$
where the $c_{i,k}$ are suitable coefficients.

**Pointwise confidence band** An estimator for the population mean $\mu(t)$ is

$$\hat{\mu}(t) = \frac{1}{n} \sum_{i=1}^{n} X^{(s)}_i(t)$$

(2)

It is usual to consider two different types of confidence bands for the population mean:
the pointwise and the simultaneous one. The pointwise confidence band can be obtained
from the estimator of the variance of $Z(t)$:

$$\hat{\sigma}(t)^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X^{(s)}_i(t) - \hat{\mu}(t))^2$$

(3)

Then the pointwise confidence band for $\mu(t)$ of level $1 - \alpha$ is

$$\hat{\mu}(t) \pm \hat{\sigma}(t) \ z_{1-\alpha/2} \ n^{-1/2}$$

(4)

where $z_{1-\alpha/2}$ is the standard normal quantile.

**Simultaneous confidence band** The simultaneous confidence band depends on the 
estimate of the correlation matrix $C$ of $Z(t)$ obtained from the smoothed data. Usually
one assumes that $Z(t)$ is a normal process with zero mean and covariance $C$ and considers the random variable

$$M = \max_{t=1,...,m} \frac{|Z(t)|}{\sigma(t)}$$

(5)

The distribution of $M$ can be obtained from simulations of the process $Z(t)$. Denoting $M_{1-\alpha}$ the quantile, the simultaneous confidence band of level $1 - \alpha$ is

$$\hat{\mu}(t) \pm \hat{\sigma}(t) M_{1-\alpha} n^{-1/2}$$

(6)

In fig. 3 the straight line of height 1 is not included in the band of the T wave so we conclude that the bump of T wave amplitude is significant.

**SiZer** In this approach the dataset is modeled using a single equation

$$Y(t) = \mu(t) + Z(t), \ t = 1,...,m$$

where $Y(t)$ is the population mean obtained taking the mean over the subjects in eq. 1 and $Z(t)$ is obtained in a similar way. In order to construct a confidence band for $\mu(t)$ we use the R package SiZer [5] [6]. This package performs a locally weighted polynomial regression centred at each point $t_j$, $j = 1,...,k$ of a grid, a suitable subset of the time values. The weight is

$$w_j(t) = K((t - t_j)/h)\sum_t K((t - t_j)/h)$$

where

Figure 2: Time-mean rescaled and aligned series of a group of 65 normal subjects and their population mean (thick black line) of RR interval (top), R amplitude (centre) and T amplitude (bottom) during the exercise test. The vertical line denotes the acme. The series are restricted to a window of 600 beats centred at the acme. Adimensional units on vertical axis. Color on line.
where $K$ is a Gaussian kernel, and $h$ is the bandwidth. We use a second order polynomial

$$P_j(t) = \beta_0^{(j)} + \beta_1^{(j)}(t - t_j) + \beta_2^{(j)}(t - t_j)^2$$

and the parameters $\beta_0^{(j)}, \beta_1^{(j)}, \beta_2^{(j)}$ are estimated minimizing for any $j$ the quantity $\sum_t (Y(t) - P_j(t))^2 w_j(t)$ The value of $h$ acts as a smoothing parameter. The theory of multivariate linear models provide both an estimate and a confidence interval for the polynomial coefficients $\beta^{(j)}$. The coefficients of zeroth order $\beta_0^{(j)}, j = 1, ..., k$ provide an estimator of the level; similarly the coefficients of first order $\beta_1^{(j)}$ provide an estimator of the derivative. The 95% confidence band for the population mean $\mu(t)$ allows to conclude that the two main features of the population mean of R and T series, i.e. the dip of R and the bump of T, occurring just after the acme (fig. 2), are significant.

These results [1] extend the previous one obtained by the authors on the R amplitude [2]. Amplitude changes of R and T waves seem to reflect the changes of electrical resistivity due to the number of red cells in the left ventricular chamber. Opposite trends in R and T wave amplitude after the acme present a specular behavior according to the Frank-Starling law.
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In a review to honor the 50th Anniversary Year of the Journal of Theoretical Biology one reads: It is frequently claimed that – like Newton’s invention of calculus – biological theory will require ‘new mathematics’.... There are, however, many areas of mathematics that have been neglected by theoretical biology that could prove to be of great value. Einstein’s work on general relativity, for instance, made good use of mathematical ideas, in particular differential geometry that had previously been developed with completely different motivation. More likely than not, the formal structures have been set forth in some context, and await their discovery and subsequent development in representing biological theory [4]. Since many mathematical tools used in Physics have also been used in biology with alternate success, we present a somewhat forgotten and neglected tool, a tool that in one of its outcomes, Noether symmetries, helped Einstein and Klein in their quarrel with Hilbert about the energy-momentum conservation of general relativity theory [9]. This tool is Lie continuous symmetries, that yield conservation laws, calculus of variation setting, and ultimately quantization.

The application of Lie symmetries to various biological models have already been shown to either provide more accurate predictions [2] or implement [1], [3], [6] the usual techniques related to qualitative and numerical analysis, that are common tools for any mathematical biologist.

We would like to stir up some controversy with the purpose of making both mathematicians and biologists pondering over some missed opportunities [2]. Since a good example is the best sermon, classical known mathematical models such as the Volterra-Verhulst-Pearl equation [10], [11] will be used to show the many symmetries they possess, the many Lagrangians and therefore different variational problems they admit [8], [7], and the conservation laws they lead to.
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Inverse problems constitute one of the most important class of applied mathematical problems. They are ubiquitous in real world applications, from civil engineering to industrial and biomedical applications. They arise whenever it is necessary to estimate by indirect measurements physical parameters that cannot be directly observed. Important examples of technological processes based on inverse problems are computerized tomography, digital image deblurring, spaceborne remote sensing, non-destructive civil and geophysical prospection.
Recently, regularization theory has been extended to include new Tikhonov-like functionals or different functional spaces, all conceived in order to overcome some drawbacks of conventional approaches, such as oversmoothness and low sparsity of the regularized solution. At the same time, nonlinear models have been developed to reproduce with higher accuracy the behaviour of important physical systems. The challenge is to enhance important features of the true scene without loosing regularization and noise filtering capabilities. This aim can be pursued by both a better analytical study of the mathematical model of the real life scenario and an improvement of the inversion algorithms. In this respect, variational approaches in new functional spaces, effective heuristic methods for estimating the regularization parameters, together with emerging tools in numerical linear algebra should be dealt in a unified way, in order to allow for a substantial improvement in inversion results. The aim of this minisymposium is to show connections between emerging mathematical research and industrial applications, giving a chance to young researchers to present their results to the Italian industrial mathematics community.
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We consider linear operator equations of the form

\[ Kx = y, \quad (1) \]

where \( K : \mathcal{X} \to \mathcal{Y} \) is a compact linear operator between Hilbert spaces \( \mathcal{X} \) and \( \mathcal{Y} \). We assume \( y \) to be attainable, i.e., that problem (1) has a solution \( x^\dagger = K^\dagger y \) of minimal norm. Here \( K^\dagger \) denotes the (Moore-Penrose) generalized inverse operator of \( K \), which is unbounded when \( K \) is compact, with infinite dimensional range. Hence problem (1) is ill-posed and has to be regularized in order to compute a numerical solution. We want to approximate the solution \( x^\dagger \) of the equation (1), when only an approximation \( y^\delta \) of \( y \) is available with

\[ \|y^\delta - y\| \leq \delta, \]

where \( \delta \) is called the noise level. Since \( K^\dagger y^\delta \) is not a good approximation of \( x^\dagger \), we approximate \( x^\dagger \) with \( x^\delta_\alpha := R_\alpha y^\delta \) where \( \{R_\alpha\} \) is a family of continuous operators depending on a parameter \( \alpha \). In that sense, a class of such regularizers are filter based methods that exploit the singular value expansion (s.v.e.) of the operator \( K \), acting on its spectrum in order to diminish the effect of the noise on the reconstructed solution. Indeed, if we indicate with \( (\sigma_m; v_m, u_m)_{m \in \mathbb{N}} \) the s.v.e of \( K \), then we can express \( R_\alpha \) in the following way

\[ R_\alpha y = \sum_{m=1}^{+\infty} f_\alpha(\sigma_m)\sigma_m^{-1}(y, u_m)v_m, \]

for every \( y \) that belongs to the domain of \( K^\dagger \) and where \( \{f_\alpha\}_{\alpha \in \mathbb{R}_+} \) is a family of functions (filters) that, under suitable conditions, compensate the exponential decay to zero of the singular values \( \sigma_m \).

A classical example is the Tikhonov regularization for filter \( f_\alpha(\sigma_m) = \frac{\sigma_m^2}{\sigma_m^2 + \alpha} \). In the last years new kind of Tikhonov based regularization methods were studied in [2], [4], under the name of Fractional or Weighted Tikhonov, and in [3] in order to dampen the oversmoothing effect on the regularized solution of classic Tikhonov and to exploit the informations carried by the spectrum of the operator. In this talk we will present a generalization for those filters, we will show that the aforementioned methods can be seen as a standard Tikhonov-Phillips filter of the form \( f_{\alpha,r}(\sigma_m) = \frac{\sigma_m^2}{\sigma_m^2 + \alpha g_r(\sigma_m)} \), with \( g_r \) a
function that depends on a new parameter \( r \). We will briefly investigate the regularization and convergence property of the filter and we will study conditions under which the regularization of the embedding operator \( j_s : H^s(\Omega) \to L^2(\Omega) \) recover the regularized solution in \( H^t \) with \( t \leq 2s \), i.e., such that the oversmoothing effect of the Tikhonov filter is reduced and more features of the true solution can be recovered. Through the techniques applied in [1] we introduce the nonstationary variant for this method giving sufficient conditions on the convergence and stability that rely only on the control of the sequences of the parameters \( \alpha \) and \( r \). Nonstationary version of Tikhonov methods provides better restorations and let us avoid in some sense the nontrivial problem of finding fine ways to compute the optimal parameter \( \alpha \). Finally, numerical examples will be provided to confirm our theoretical results.

References


Identifying the magnetic permeability in multi-frequency FDEM data inversion

Patricia Díaz de Alba  
Università degli Studi di Cagliari  
viale Merello, 92 09123 - Cagliari Italy  
patricia.diazdealba@gmail.com

Giuseppe Rodriguez  
Università degli Studi di Cagliari  
viale Merello, 92 09123 - Cagliari Italy  
rodriguez@unica.it

Following some previous papers [1, 2], this work aims to identify, by non destructive investigation of soil properties, inhomogeneities in the ground or the presence of particular conductive substances such as metals, minerals and other geological structures. One of the most important prospecting techniques in applied geophysics is the one that analyze the propagation of an electromagnetic field into the ground. The frequency domain electromagnetic (FDEM) induction analysis utilizes a constant frequency signal and measures the deflection of the EM field produced by eddy currents into the ground. The principle of operation of a ground conductivity meter (GCM) is based on an alternating electrical current which flows through a small electric wire coil (the transmitter). A second coil (the receiver) is positioned at a fixed distance $r$ from the first one, and the two coil axes may be aligned either vertically or horizontally with respect to the ground surface. The transmitting coil generates an electromagnetic field above the surface of the ground, a portion of which propagates into it. This EM field, called the primary field $H_P$, induces an alternating electrical current within the ground, in turn generating a secondary EM field $H_S$, which propagates back to the surface and the air above. The second wire coil acts as a receiver, measuring the amplitude and phase components of both the primary and secondary EM fields. The measurements obtained by a GCM depend on some instrument settings, like the orientation of the dipoles, the frequency of the alternating current, the inter-coil distance, and the height of the instrument above the ground.

We use the following nonlinear model derived from Maxwell’s equations, which has been described in [3], to model the interaction of an electromagnetic field with the soil,

$$M_1(\sigma, \mu; h, \omega) = -r^3 \int_0^\infty \lambda^2 e^{-2h\lambda} R_0(\lambda) J_0(r\lambda) \, d\lambda,$$

$$M_2(\sigma, \mu; h, \omega) = -r^2 \int_0^\infty \lambda e^{-2h\lambda} R_0(\lambda) J_1(r\lambda) \, d\lambda.$$

The expression $M_1$ reproduces the measurements for the coils in the vertical orientation, and $M_2$ does the same for the horizontal orientation. In the model above, $\sigma$ and $\mu$ are the electrical conductivity and the magnetic permeability of the soil layers, respectively, while $h$ and $\omega$ are the height and operating frequency of the device; $J_0$ and $J_1$ denote the Bessel functions of the first kind of order 0 and 1, respectively, and $R_0$ is the reflection.
factor, which can be computed by a recursion described in [1].
Starting from electromagnetic induction measurements collected by a GCM, contained in
a vector \( b \), we reconstruct the magnetic permeability \( \mu \) of the soil with respect to depth,
extending an algorithm developed in [1] to reconstruct the electrical conductivity \( \sigma \).
The inverse problem consists of fitting the model to the data, that is determine the
permeability vector \( \mu \) which best approximates the measurements. We minimize with
respect to \( \mu \) the Euclidean norm of the residual between the data and the model, that is,

\[
\mu^* = \arg \min_{\mu \in \mathbb{R}^n} \frac{1}{2} \| r(\mu) \|_2^2, \quad r(\mu) = b - M_\nu(\mu).
\]

where \( \nu = 1, 2 \) represents the orientation of the device.
The proposed regularized inversion procedure is based on the damped Gauss–Newton method

\[
\mu_{k+1} = \mu_k + \alpha_k s_k,
\]

where \( s_k \) is the solution of the linear squares problem described in [3]

\[
\min_{s \in \mathbb{R}^n} \| r(\mu_k) - J_k s \|,
\]

and \( J_k \) is the Jacobian matrix. At each step the Jacobian matrix, for which we computed
the exact analytical formulae, is approximated via either the truncated value decomposition
(TSVD) or the truncated generalized value decomposition (TGSVD).
Various methods are implemented for the automatic estimations of both the truncation
parameter \( k \), and the relaxation parameter \( \alpha_k \) which ensures the convergence of
the method and the positivity of the solution.
Numerical experiments on synthetic data sets illustrate the effectiveness of the method.
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On the computation of the GCV function for Tikhonov Regularization
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Tikhonov regularization is commonly used for the solution of linear discrete ill-posed problems with error-contaminated data. A regularization parameter, that determines the quality of the computed solution, has to be chosen. One of the most popular approaches to choosing this parameter is to minimize the Generalized Cross Validation (GCV) function. The minimum can be determined quite inexpensively when the matrix $A$ that defines the linear discrete ill-posed problem is small enough to rapidly compute its singular value decomposition (SVD). We are interested in the solution of linear discrete ill-posed problems with a matrix $A$ that is too large to make the computation of its complete SVD feasible. We will present two fairly inexpensive ways to determine upper and lower bounds for the numerator and denominator of the GCV function for large matrices $A$ \[1, 2\]. The first one is based on Gauss-type quadrature and the second one on a low-rank approximation of the matrix $A$. These bounds are used to determine a suitable value of the regularization parameter. Computed examples illustrate the performance of the proposed methods.
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This talk is concerned with the solution of large-scale linear discrete ill-posed problems with error-contaminated data. Tikhonov regularization is a popular approach to determine meaningful approximate solutions of such problems. The choice of regularization matrix in Tikhonov regularization may significantly affect the quality of the computed approximate solution. The regularization matrix should be chosen to promote the recovery of known important features of the desired solution, such as smoothness and monotonicity. Common choices of regularization matrices are the identity matrix, and scaled finite difference approximations of the first and second derivative operators. Several approaches to construct regularization matrices with desirable properties are described in the literature; see, e.g., [1,2,3,4,5]. Many of these approaches are designed to yield square modifications of the above mentioned finite difference matrices that can be applied in conjunction with iterative solution methods based on the Arnoldi process.

We describe a novel approach to determine regularization matrices with desired properties by solving a matrix nearness problem. The constructed regularization matrix is the closest matrix in the Frobenius norm with a prescribed null space to a given square nonsingular matrix. Numerical examples illustrate the performance of the regularization matrices so obtained.
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Image restoration belongs to the mathematical class of inverse problems, which is known to be ill-posed, due to either the non-uniqueness of the solution or the numerical instability of the inversion of the blurring operator in case of image restoration. The regularization term alleviates this problem by reflecting some a-priori properties. Many different variational formulations proposed consider a convex regularization term which leads to solutions that can benefit from optimization theory and can be efficiently solved by robust algorithms with guaranteed convergence. On the other hand, it has been shown that non-smooth, non-convex formulations have remarkable advantages over convex regularizations for restoring images, in particular to restore high-quality piecewise constant images with neat edges, at the cost of more challenging numerical solutions [1], [2]. We propose a novel Majorization Minimization (MM) strategy for the solution of a certain class of non-smooth non-convex optimization problems: the objective function is the sum of a strongly convex quadratic (fidelity) term and a non-convex non-smooth regularization term. The class of MM algorithms is based on the principle of successively minimizing upper bounds of the objective function. Each upper bound, or surrogate function, is locally tight at the current estimate, and each minimization step decreases the value of the objective functional. We propose to majorize the non-convex regularizer with a non-convex surrogate function, designed so that the total surrogate function is convex, thus allowing for a tight approximation of the objective function and, hence, for fast convergence and robustness to local minimizers [3], [4]. An efficient algorithm for minimizing the (convex) surrogate function based on Alternating Direction Method of Multipliers will be presented and the analysis of convergence of the proposed CNC-MM proposal is provided. Numerical
experiments show the effectiveness of the proposed method for the solution of nonconvex minimization problems.
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Microwave imaging is recently attracting an increasing interest in several application areas [1], such as civil engineering, with special focus on crack detection [2] and georadar systems [3], and biomedical imaging, e.g. for breast cancer [4] diagnosis. However, microwave imaging relies on the solution of an inverse electromagnetic scattering problem, which is notably non-linear and ill-posed [5]. Moreover, when we deal with a numerical implementation, we usually must cope with a high dimensionality deriving from the discretization of the problem, which leads to long computational times [6].

We want to concentrate on quantitative imaging, where the goal is to estimate the dielectric parameter distribution belonging to an unknown scatterer from a set of electric field samples. This kind of algorithm traditionally perform a regularization working inside $L^2$ Hilbert space, suffering from oversmoothing effects. Therefore, dielectric discontinuities are poorly reconstructed. Recently, a more general approach has been proposed [7], which defines the recovering problem in $L^p$ Banach space leading to the possibility of tuning the $p$-norm parameter in such a way to favour sharp and sparse solution [8].

In this abstract, the electromagnetic problem is introduced and the proposed inversion procedure is outlined. Several numerical results proving the efficiency of the method will be provided in the talk. The proposed scheme starts from the following pair of Lippmann-Schwinger integral equation [1]:

\[
\begin{align*}
E_{\text{scat}}(r) &= \int_{V_{\text{inv}}} G_b(r, \xi) \cdot c(\xi) E_{\text{tot}}(\xi) d\xi & r \in V_{\text{meas}} \\
E_{\text{inc}}(r) &= E_{\text{tot}}(r) - \int_{V_{\text{inv}}} G_b(r, \xi) \cdot c(\xi) E_{\text{tot}}(\xi) d\xi & r \in V_{\text{inv}}
\end{align*}
\]

where $V_{\text{inv}}$ is the investigation domain in which the unknown scatterer is placed, $V_{\text{meas}}$ is the observation domain where the electric field is sampled, $c = \varepsilon_r - 1$ is the contrast
function (with \( \varepsilon_r \) is the space-dependent complex relative electric permittivity), \( \overline{G}_b \) is the dyadic Green tensor for free space, \( E_{\text{inc}} \) is the incident electric field, \( E_{\text{tot}} \) is the total electric field and \( E_{\text{scat}} = E_{\text{tot}} - E_{\text{inc}} \) is the scattered electric field. The first equation is known as data equation and it is a first kind Fredholm integral equation, instead the second one is called state equation and it is a second kind Fredholm integral equation.

This system is discretized by using the Methods of Moments (MoM) \([9]\), that is \( V_{\text{inv}} \) is partitioned in \( N \) cubic voxels with centers \( \{ \mathbf{r}_i \}_{i=1}^N \), where the contrast function and the internal electric fields are therein approximated as constant, whereas the external electric fields are picked up in \( M \) measurement points \( \{ \mathbf{r}_k^{\text{meas}} \}_{k=1}^M \) belonging to \( V_{\text{meas}} \). Therefore, the following matrix form is obtained:

\[
\begin{align*}
E_{\text{scat}}^\text{ext} &= G^\text{ext} \text{diag}_3(\xi) E_{\text{tot}}^\text{int} \\
E_{\text{inc}}^\text{int} &= [I - G^\text{int} \text{diag}_3(\xi)] E_{\text{tot}}^\text{int}
\end{align*}
\]

where \( E_{\text{scat}}^\text{ext}, E_{\text{tot}}^\text{int}, \) and \( E_{\text{inc}}^\text{int} \) are arrays collecting the values of the components of the external scattered, internal total and internal incident electric fields on respective sets of points, \( \xi \) is a vector containing the contrast function values inside the voxels, \( G^\text{ext} \) and \( G^\text{int} \) are the external and internal Green matrices respectively, and \( \text{diag}_3(\xi) = \text{diag}_3\{[\xi^T \xi^T \xi^T] \} \).

Green matrices elements are the integrals of the Green’s dyadic function and can be computed both through numerical integration and analytical approximation \([10]\), taking into account for the singularities arising in \( r = \xi \) \([11]\). Finally, a non-linear matrix equation, explicitly relating the measured scattered electric field with the unknowns, is obtained as follows:

\[
E_{\text{scat}}^\text{ext} = G^\text{ext} \text{diag}_3(\xi) [I - G^\text{int} \text{diag}_3(\xi)]^{-1} E_{\text{inc}}^\text{int} = \mathcal{F}(\xi)
\]

As introduced in \([7]\) the developed inversion strategy is based on an inexact-Newton scheme where the inner solver is a truncated Landweber method in the framework of the \( L^p \) Banach spaces, and can be summarized by the following steps (\( n \) and \( l \) are indexes for Newton and Landweber loops, respectively, and the initial guess is \( \xi = 0 \) if no a-priori information is available):

1. Linearize \( \mathcal{F} \) at \( \xi_n \) in order to get the following linear problem:

\[
F_{\xi_n}^{'} h = E_{\text{scat}}^\text{ext} - \mathcal{F}(\xi_n)
\]

2. Solve the linear system by using the truncated Landweber method in \( L^p \) Banach spaces. The following step (initialized with \( h_0 = \hat{h}_0 = 0 \)) is iterated until a proper convergence criterion (e.g., a maximum number of iterations, a threshold on the variation of the estimated unknown \( h \) or on the respective residuals) is satisfied:

\[
\hat{h}_{l+1} = J_q \left[ \hat{h}_l - \beta F_{\xi_n}^{''} J_p \left( F_{\xi_n}^{'} h_l - \xi_n \right) \right]
\]

where \( \xi_n = E_{\text{scat}}^\text{ext} - \mathcal{F}(\xi_n) \), \( F_{\xi_n}^{''} \) is the adjoint matrix of \( F_{\xi_n}^{'} \), \( \beta \in \left( 0, 2 \frac{\| F_{\xi_n}^{'} \|_2^{-2} }{ } \right) \) is the relaxation coefficient, \( q = p/(p - 1) \) is the conjugate of Hölder and \( J_p, J_q \) are the normalized duality maps of the \( L^p \) and \( L^q \) Banach spaces \([8]\), which are explicitly given by:

\[
J_x(y) = \begin{cases} 
\|y\|_{x}^{2-x} \left[ \begin{array}{c} |y_1|^{x-1} \text{sgn}(y_1) \\
|y_2|^{x-1} \text{sgn}(y_2) \\
\vdots \\
0
\end{array} \right] & y \neq 0 \\
0 & y = 0
\end{cases}
\]
3. Update the solution:
\[ \varphi_{n+1} = \varphi_n + h \]  
(7)

The method terminates when a proper stopping criterion (e.g., a maximum number of iterations, a threshold on the variation of the estimated unknown \( \varphi \) or on the respective residuals) is met.

The Jacobian matrix \( F'_{\varphi} \) associated with the operator \( F \) can be achieved by Taylor series expansion:
\[
F (\varphi + dc) = G^{ext} diag_3 (\varphi) [I - G^{int} diag_3 (\varphi)]^{-1} E^{int}_{inc} + \\
\frac{1}{2} G^{ext} [I - diag_3 (\varphi) G^{int}]^{-1} diag_3 (dc) \left[ I - G^{int} diag_3 (\varphi) \right]^{-1} E^{int}_{inc} + O [diag_3 (dc)] E^{int}_{inc}
\]
(8)

It follows that:
\[
F'_{\varphi} = G^{ext} [I - diag_3 (\varphi) G^{int}]^{-1} diag_3 \left\{ [I - G^{int} diag_3 (\varphi)]^{-1} E^{int}_{inc} \right\}
\]
(9)

In our talk, we will show the application of the proposed approach on simple dielectric configurations to the aim of highlighting algorithm’s performances both in terms of accuracy, with particular reference to the traditional regularization in \( L^2 \) Hilbert space, and computational times, where this last critical issue will lead to the introduction of proper speeding up techniques.
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Many geological and geophysical events are characterized by a strongly non-homogeneous nature of the medium. Some of these include volcanic processes, such as plumes, pyroclastic density currents and lava flows, debris flows and sediment transport, submarine avalanches, ice formation among others. In order to properly describe their dynamics and hazards multiphase flow models are needed. Such models allow to describe mechanical and thermal non-equilibrium effects between the different phases of the mixture as well as represent complex inter-phase processes such as particle drag, aggregation and sedimentation. In this minisymposium, recent advances on the modelling and numerical simulation of geophysical multiphase flows will be illustrated together with some application to the above described processes.
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Ice formation in the ocean and sea is a complex phenomenon, whose correct description is essential in order to model adequately the atmosphere-ocean heat fluxes, the salt rejection phenomena and the damping and mixing effects due to turbulent convection. Moreover, ice formation greatly affects the geophysical and biological processes occurring in the polar oceans, and could produce serious damages to hydroelectric facilities in rivers. In this talk we present a multiphase model able to describe all the stages of ice production, allowing us to obtain a more realistic prediction of the ice formation process, overcoming the limitation of previous attempts, see e.g. [6] [7] [10] [11], mainly based on the Boussinesq approximation (which implies low ice concentration). The proposed model considers the mixture of ice and water as a two-phase dense compressible fluid. The behaviour of water is modelled by means of an equation of state that links its density to temperature, salinity and pressure, using a reduced form derived from Brydon et al. [3], our reduced equation is valid in a limited pressure range, which however corresponds to water depths of the order of hundreds of meters, therefore in the range of interest for our study. In particular,
in [3] the following form of the equation of state is proposed,

\[ \rho (\theta, S, p) = \rho_0 + C_1 (p) + C_2 (p) \theta + C_3 (p) S + C_4 (p) \theta^2 + C_5 (p) S \theta + C_6 (p) \theta^3 + C_7 (p) S \theta^2, \]  

(1)

where \( \theta \) is the potential temperature, whereas \( C_n (p) = a_n + b_n p + c_n p^2 \), with coefficients given in [3]. This equation has been found to be valid for \(-2^\circ C < \theta < 40^\circ C, 0 \text{ psu} < S < 42 \text{ psu} \).

Our equation is linearized with respect to \( p \):

\[ \rho_r (T, S, p) = (b_5 T S + b_2 T + b_1) p + a_5 T S + a_4 T^2 + a_3 S + a_2 T + a_1 + \rho_0, \]  

(2)

where \( \rho_0 = 1000 \text{ kg/m}^3 \) denotes the reference density. Figure 1 compares the behaviour of the reduced form of the equation of state, with the original one Eq. (1). The comparison has been carried out in term of density anomaly \((\rho - \rho_0)\), at \( p = 100 \) decibars (depth about 100 meters), for different values of salinity \((S = 0, 25, 40 \text{ psu})\).

Our multiphase model wants to reproduce the interaction phenomena occurring between phases when the ice volume fraction is large, including in the momentum equations additional terms, related to the drag force between liquid and particles, and to the particle-particle interaction force. For this purpose, we use a sophisticated modelling approach, typically adopted for the numerical simulation of liquid-solid multiphase flows of industrial interest, see e.g. [4, 9, 8]. The model equations read

\[ \frac{\partial}{\partial t} \left[ (1 - \phi_I) \rho_W \right] + \frac{\partial}{\partial x_i} \left[ (1 - \phi_I) \rho_W u_i \right] = S_{\text{mass}}, \]  

(3)

\[ \frac{\partial}{\partial t} (\phi_I \rho_I) + \frac{\partial}{\partial x_i} (\phi_I \rho_I v_i) = -S_{\text{mass}}. \]  

(4)

\[ \frac{\partial}{\partial t} \left[ (1 - \phi_I) \rho_W u_i \right] + \frac{\partial}{\partial x_j} \left[ (1 - \phi_I) \rho_W u_j u_i \right] + f^\text{cor}_{i,j} u_j = - \left( 1 - \phi_I \right) \frac{\partial \bar{p}}{\partial x_i} + \left( 1 - \phi_I \right) \frac{\partial \tau_{ij}}{\partial x_j} + F^W_i + \left( 1 - \phi_I \right) \bar{p} w g_i + S_{\text{mom}}, \]  

(5)
\[ \frac{\partial}{\partial t} \left( \phi_I \rho_I \bar{v}_i \right) + \frac{\partial}{\partial x_j} \left( \phi_I \rho_I \bar{v}_j v_i \right) + f_{ij}^{\text{cor}} v_j = - \phi_I \frac{\partial \bar{p}}{\partial x_i} + \phi_I \frac{\partial \tau_{ij}}{\partial x_j} + F_i^I + \phi_I \rho_I g_i - S_{\text{mom}}, \quad (6) \]

\[ \frac{3}{2} \left[ \frac{\partial}{\partial t} \left( \rho_I \phi_I \Theta \right) + \frac{\partial}{\partial x_i} \left( \rho_I \phi_I v_i \Theta \right) \right] = \left[ -p_i \delta_{ij} + \tau_{s,ij} \right] \frac{\partial v_i}{\partial x_j} - \frac{\partial}{\partial x_i} \left( k_e \frac{\partial \Theta}{\partial x_i} \right) - \Gamma_e. \quad (7) \]

\[ \frac{\partial}{\partial t} \left[ (1 - \phi_I) T_W \right] + \frac{\partial}{\partial x_i} \left[ (1 - \phi_I) u_i T_W \right] = \frac{\partial}{\partial x_i} \left( (1 - \phi_I) k_i \frac{\partial T_W}{\partial x_i} \right) + \phi_I \lambda_i \left( T_i - T_W \right) + S_T. \quad (8) \]

\[ \frac{\partial}{\partial t} \left[ (1 - \phi_I) S \right] + \frac{\partial}{\partial x_i} \left[ (1 - \phi_I) S u_i \right] = \frac{\partial}{\partial x_i} \left( (1 - \phi_I) k_s \frac{\partial S}{\partial x_i} \right) + S_{\text{sal}}, \quad (9) \]

Where Eqs. (3) and (5) denote the mass and momentum conservation for water, and Eqs. (4) and (6) are the corresponding equations for ice. Eq. (7) describes the evolution of granular temperature for ice \( \Theta = \frac{1}{2} \langle C^2 \rangle \), where \( C \) is the deviation of the ice particles velocity from their mean velocity and the operator \( \langle \rangle \) denotes the mean value based on the Gaussian distribution. The set of equations is completed by the evolution equation for the water temperature Eq. (8) and for salinity Eq. (9). The subscripts \( W \) and \( I \) denote respectively water and ice; \( u_i \) and \( v_i \) are the water and ice velocities, \( \phi_I \) is the ice volume fraction and \( \bar{p} \) is the pressure deviation from the hydrostatic one. \( S_{\text{mass}}, \ S_{\text{mom}}, \ S_T + \phi_I \lambda_i \left( T_i - T_W \right) \), \( \Gamma_e \), \( S_{\text{sal}} \) denote the source terms that account for the phase transition and the interaction phenomena between ice particles. Finally, \( F_i^W \) and \( F_i^I \) stand for the drag and interaction terms among the species.

In order to obtain an accurate prediction of ice production in turbulent water convection, the multiphase model is coupled with the Large Eddy Simulation (LES) technique.

In view of the numerical discretization, a low-Mach number asymptotic analysis has been performed. The divergence constraint condition for the velocity field of continuous phase has been imposed on the zero-Mach number equations by means of a projection method for incompressible variable density flows, derived from [3 2]. The governing equations are discretized using the finite volume method, by the OpenFOAM tool.

As a starting point toward the development of the multiphase numerical solver, we develop a finite volume solver, to be valid in the Boussinesq limit (which implies low ice concentration). The predictive capabilities of this solver have been verified by means of a comparison with numerical solutions obtained on the Rayleigh-Bénard convection problem by a finite difference numerical code [1]. Preliminary results in the non-Boussinesq regime (large ice concentration) will also be presented.
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We present three-dimensional (3D) numerical simulations of turbulent gas–particle flows generated during explosive eruptions. They are carried out with the ASHEE (ASH Equilibrium Eulerian) model, a CFD solver we implemented in the OpenFOAM infrastructure [1]. The ASHEE model solves the compressible balance equations of mass, momentum, and enthalpy of a gas-particle mixture and it is able to describe the kinetic decoupling for particles characterized by Stokes number (i.e., the ratio between the particle equilibrium time and the flow characteristic time) below about 0.2 (or particles smaller than about 1 mm). The computational fluid dynamic model is designed to accurately simulate a turbulent flow field by using a Large Eddy Simulation approach, and it is thus suited to analyze the role of particle non-equilibrium in the dynamics of turbulent volcanic plumes [2] and dilute pyroclastic density currents.

Two end member scenarios for volcanic plumes are analyzed, with mass eruption rate equal to $1.5 \times 10^6$ kg/s (weak plume) and $1.5 \times 10^9$ kg/s (strong plume) in the absence of wind [3, 4]. For each scenario, we compare the 3D results, averaged in space and time, with theoretical results obtained from integral plume models [5]. Such an approach allows to refine empirical parameters used by simplified integral models. Moreover, we quantitatively evaluate the effects of gas-particle non-equilibrium processes on the large-scale plume dynamics and the related computational errors. We show that particle kinematic gas–particle non-equilibrium introduces a novel phenomenon, that we have called jet-dragging, associated with the bulk inertial deceleration of the mixture in the volcanic jet region [2]. Coarse ash particles drag the other phases upwards, shifting up plume mean profiles by about 20-25% in the present application. Preferential concentration (i.e. the normalized ratio between the local particle concentration and the concentration of a tracer) ranges between 0.05 and 5 for 1 mm particles, i.e., density fluctuates by up to two orders of magnitude due to particle clustering.
The same approach has been applied to gravity currents [6] and dilute pyroclastic density currents, by adding a boundary condition for the sedimentation of ash particles, in order to avoid the formation of a basal concentrated layer where the equilibrium–Eulerian approximation is no longer valid.

This approach allows to quantify non-equilibrium effects in polydispersed volcanic mixtures without the need of solving the full Eulerian–Eulerian [7] equations.
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The objective of this work is to deduce a mathematical model for the sediment transport in rivers. Most of the models in the literature concerning this issue hold some of the different kind of transport occurred in rivers: bed-load, suspended-load or wash-load. Additionally, some of them treat the task of the mass exchange in this system what becomes one of the more important effect to be considered.

The whole physical system includes particles moving as bed load, suspended load and wash load, which is seen indeed as a subset of the suspended load. In the literature on this topic, several proposals to tackle the modelling of the sediment transport have been advanced. In general, the basis are the two-layer and two-phase models. The two-layer models are based on the fact that the different sediment transport types can be seen as separate layers with some kind of interactions among them. The two-phase models keep the property of one fluid formed up of two different components that interacts intrinsically, water and sediment, so the total column is seen as a mixture. Of course, both kind of models are not incompatible and the suitability of each one depends on the physical situations that one would like to focus on.

Furthermore, in this type of geophysical problems, the derivation of depth-integrated models—under the assumption of shallow flows— are extendedly accepted in order to get models mathematically and numerically manageable together with a good review in results that captures the essential effects.

In this work we propose a complete model that describes the three phenomena, washed, suspended and bed load sediment transport, as well as the interactions between them. For this aim we use several mathematical tools in order to take into account the physical environment of the problem: depth-average, asymptotic approximation, different time scales for hydrodynamic and morphodynamic components, mass and momentum conservation.

We consider the fluid-solid mixture model proposed by Jackson [5] as a basis and we follow different derivations to obtain the dynamics for the three layers. The top layer is
defined as a wash layer with small particle concentrations, so we derive a two-phase model based on [3][2] considering same velocity for both phases. For the middle suspension layer, made up of water and grains, we also obtain a two-phase model but in this case we keep the different velocity for each phase. For the layer below, we follow the derivation developed in [1] to obtain an Exner type model for arbitrary sloping beds.

Erosion, suspension and deposition are considered in the whole system through appropriate boundary conditions. In order to well define the exchange of mass between sediment layers, mass and momentum conservation at the interface are imposed. The rate of erosion/deposition/suspension are defined following [6][4]. Thus, this model can be seen as a generalization of the existing models. Finally, several numerical tests will be presented.
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Numerical modelling of volcanic processes has greatly advanced in the last decades and models are now often able to deal with the multiphase nature of the eruptive mixture. Nevertheless, the wide polydispersity of multiphase mixtures is often ignored or oversimplified. In volcanic plume dynamics, for example, the grain-size distribution of pyroclasts is generally neglected (i.e. the mixture is approximated as a pseudo-gas) or simplified by a discretization in a limited number of classes (phases). Such an approach do not allow to describe the continuous variability of fundamental physical and chemical properties of the dispersed phases (typically solid or liquid particles) or the aggregation and fragmentation processes that commonly occur within volcanic plumes.

In this talk we present a theoretical framework, and corresponding computational models, namely the method of moments, to fully describe the continuous nature of volcanic multiphase mixtures. The method allows to track the evolution of the particles size distribution through a population balance equation. Such equation is formulated in terms of a density function and then some integral quantities of interest (i.e. the moments) are derived and their transport equations are formulated.

The model presented describes an extension of the simple plume theory to the steady-state 1D dynamics of volcanic plumes based on the method of moments. Aggregation is introduced in the population balance equation following the approach of. The aggregation functions and kernels are based on simplified theoretical models and laboratory experiments describing the behavior of ash particles transported in turbulent gaseous flow.

The effects of source conditions at the volcanic vent and particle aggregation, in terms of variation of the parameters of the grain-size distribution along the plume, will be illustrated and discussed with the aim to present the main outcomes as well as the potentiality and limitations of the approach.
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Figure 1: Results of the PlumeMoM for a weak plume. (A) Cross-sectional areas; (B) number of non-aggregated (blue line) and aggregated (red line) particles vs ascent time; (C) mean size in the Krumberin scale of non-aggregated (blue line) and aggregated (red line) particles vs ascent time; (C) standard deviation of the size in the Krumberin scale of non-aggregated (blue line) and aggregated (red line) particles vs ascent time.


Numerical schemes of viscoplastic avalanches. A shallow - Bingham flow model.
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In this talk, we describe the numerical resolution of a shallow water viscoplastic flow model. Viscoplastic materials are characterized by the existence of a yield stress: below a certain critical threshold in the imposed stress, there is no deformation and the material behaves like a rigid solid, but when that yield value is exceeded, the material flows like a fluid. In the context of avalanches, it means that after going down a slope, the material can stop and its free surface has a non-trivial shape, as opposed to the case of water (Newtonian fluid). The model involves variational inequalities associated with the yield threshold: finite-volume schemes are used together with duality methods (namely Augmented Lagrangian and Bermudez-Moreno) to discretize the problem. To be able to accurately simulate the stopping behaviour of the avalanche, new schemes need to be designed, involving the classical notion of well-balancing. In the present context, it needs to be extended to take into account the viscoplastic nature of the material as well as general bottoms with wet/dry fronts which are encountered in geophysical geometries. [1]
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Many geological and geophysical events are characterized by a strongly non-homogeneous nature of the medium. Some of these include volcanic processes, such as plumes, pyroclastic density currents and lava flows, debris flows and sediment transport, submarine avalanches, ice formation among others. In order to properly describe their dynamics and hazards multiphase flow models are needed. Such models allow to describe mechanical and thermal non-equilibrium effects between the different phases of the mixture as well as represent complex inter-phase processes such as particle drag, aggregation and sedimentation. In this minisymposium, recent advances on the modelling and numerical simulation of geophysical multiphase flows will be illustrated together with some application to the above described processes.
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The impact of dynamic models for applications to LES of compressible variable density flows is assessed in the framework of a numerical model based on high order discontinuous finite elements.

High order finite element methods appear as extremely appealing to implement LES models of turbulent flows due to their potential for reducing the impact of numerical dissipation on most of the spatial scales of interest. Moreover they provide a natural framework to generalise LES filters to arbitrary computational meshes. Following the Variational Multiscale (VMS) approach [7], the filter operation, that is the key tool in LES, can be indeed identified with the projection operator on a finite dimensional space related to the discretization.

We consider the results presented in [1] as a starting point: in this recent work different dynamic models (standard isotropic models [4], anisotropic dynamic model [2]) are tested in a DG-VMS approach for channel flows. In the present investigation the same code and LES models are employed for the simulation of variable density compressible flows and in particular for the simulation of gravity-current fronts in the lock-exchange configuration. In the lock-exchange test case the rectangular domain is initially divided into two regions:
the left-hand region is filled with a fluid characterized by greater density, while the right-hand region contains fluid of smaller density. The fluid motion is characterized by a dense current that moves rightward along the lower boundary, while the light fluid propagates leftward along the upper boundary. As an example in figure [1] the density profiles obtained at $t = 5$, 10, 15 for a ratio between densities equal to $\gamma = 0.96$ (which satisfies the Boussinesq approximation) are shown. The results obtained with the compressible DG code are compared with the results obtained in the incompressible regime both for the Boussinesq approximation [6] [8] and for non-Boussinesq flows [3]. As regard as future developments the lock-exchange test case will be employed to test the new compressible eddy viscosity formulation proposed in [5].
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The simulation and prediction of sediment transport are relevant for environmental engineering purposes. Two transport modes exist: bedload transport, and suspended load transport. We deal here with the former. The Shallow Water-Exner system is commonly used to model it. However, this model does not have an associated energy, and it requires a closure relationship for the sediment discharge. We propose a new bedload transport model, deduced from a fluid description of the sediment layer.

We begin by focusing on a single sediment layer, and we intend to model its long-term evolution. This leads to the so-called diffusive limit of the Shallow Water equations. More precisely, our model is obtained by considering the balance between the pressure gradient and the dissipative forces. The system of PDEs thus derived presents a nonlocal solid discharge, namely

\[ u_s = - (\kappa_B + \kappa - \nabla \cdot (\nu b \nabla s))^{-1} (gb \nabla b - \kappa u_f), \]

where \( u_f \) is the velocity of the fluid layer above the sediment, \( b \) the thickness of the sediment layer, \( u_s \) its velocity, \( g \) the gravity acceleration, \( \kappa_B \) the bottom friction coefficient, \( \kappa \) the friction coefficient at the sediment-fluid interface and \( \nu \) the kinematic viscosity. \( \nabla s \) denotes the symmetric gradient operator.

By degrading our equations in the inviscid case, an Exner-type model can be found. Nevertheless, in our opinion, the nonlocal effect is required to describe in a realistic manner the complex processes involved in sediment transport. The model has a dissipative energy equation, which allowed to conclude to the global well-posedness of the problem in a
simplified framework.
A numerical strategy for solving the system is presented. An asymptotic-preserving
scheme is used. We compare the performances of our scheme with those of a classical
scheme without asymptotic-preserving treatment. Finally, our simulations are compared
with results obtained for granular flows.
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Smoothed Particle Hydrodynamics (SPH) [2] is a Lagrangian, meshless numerical
method that has been recently gaining momentum in many applications of computational
fluid dynamics. In SPH a fluid is discretized with particles which are free to move with respect to each other. As the particles, which also act as interpolation nodes, are not bound to any given topological structure, SPH can easily manage fluids subject to large deformations, in contrast to traditional mesh-based numerical methods (such as finite differences, finite volumes, finite elements). Additionally, whereas mesh-based numerical methods often have to verify mass conservation, this is implicit in SPH, where mass is an intrinsic property of the particle. Likewise, front tracking is trivial in SPH, where surfaces (such as the free surface of the fluid, or solidification fronts) are implicitly defined by the particle position and thus automatically tracked. The motion of the particles in SPH, and the evolution of all of their properties (such as density and temperature), is driven by a discretization of the corresponding continuum equations (Navier-Stokes equations, continuity equation, heat equation). In its standard weakly-compressible formulation, the method is also easily parallelized, making it well-suited for implementation on modern high-performance computing hardware, such as GPUs. We present an application of GPUSPH, an implementation of the SPH method extended to include support for multiple fluids with different rheological properties, phase transition and temperature-dependent viscosity. The model is therefore extremely well-suited to study the emplacement of lava flows [1], a phenomenon which is characterized by free surfaces, irregular boundaries of natural topographies, as well as thermal dependency, including solidification and temperature-dependent viscosity. In this work we apply SPH to the study of the impact of lava/water interaction in the process of lava emplacement, modelling lava flowing into a water basin and comparing the resulting emplacement with the case of a dry environment with the same geometry, showing how the faster cooling due to the heat exchange affects the behavior of lava in the critical solidification phase.
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Two-layer models are commonly used in the literature to describe the bed-load phenomena in sediment transport problems (see [2, 4, 7]). Moreover, in that type of geophysical problems, the derivation of depth-integrated models —under the assumption of shallow flows— are extendedly accepted in order to get more manageable models that keep the essential effects. Thus, this type of models collects the different behavior of water and sediment from the dynamical point of view. By other hand, as it is pointed out in many works, the friction terms play an important role in this process, related to the exchange of mass and also to the relative movement of the two layers.

The known Saint-Venant-Exner model can then be seen as a simplification of a two-layer shallow-water model. In particular it is assumed a given discharge for the sediment layer, so the model for the bed-load transport reduces to a mass conservation equation. In this work we present a two-layer shallow water model for bed-load sediment transport. Where, for the upper layer, we consider non-hydrostatic effects (see [1] and [6]).

The proposed model converges to a Saint-Venant-Exner type model when the velocity of the sediment layer is lower than the velocity of the fluid, or similarly, when the ratio between the hydrodynamic and the morphodynamic time is small (see [5]). Moreover, we proof that, by setting the definition of the friction forces, the solid transport discharge of the Saint-Venant-Exner model at which it converges can be prescribed. For example, we can set a configuration where the model converges to the generalization of the Meyer-Peter&Müller model proposed in [3].

Finally, the numerical approximation of the model and several numerical tests will be presented.
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In this talk a two-phase/two-thin-layer model for fluidized debris flows is presented. It
takes into account the compression/dilatation of the granular media and its interaction
with the pore fluid pressure, and verifies an energy balance (see [2]).

The model is derived from a 3D two-phase Jackson’s model [4]. This system has 5
unknowns: the solid and fluid velocities, the solid and fluid pressures and the solid volume
fraction. As a result, an additional equation inside the mixture is necessary to close the
system. Surprisingly, this issue is inadequately accounted for in the models that have
been developed on the basis of Jackson’s work (see [1]).

We present in this talk (see [2]), an approach to correctly deal with the thermodynamics
of Jackson’s model by closing the mixture equations by a weak compressibility relation
following [7]. This relation implies that the occurrence of dilation or contraction of the
granular material in the model depends on whether the solid volume fraction is respectively
higher or lower than a critical value. When dilation occurs, the fluid is sucked into the
granular material, the pore pressure decreases and the friction force on the granular phase
increases. On the contrary, in the case of contraction, the fluid is expelled from the
mixture, the pore pressure increases and the friction force diminishes. To account for
this transfer of fluid into and out of the mixture, a two-layer model is proposed with a
fluid layer on top of the two-phase mixture layer. Mass and momentum conservation are satisfied for the two phases, and mass and momentum are transferred between the two layers. A thin-layer approximation is used to derive average equations. Special attention is paid to the drag friction terms that are responsible for the transfer of momentum between the two phases and for the appearance of an excess pore pressure with respect to the hydrostatic pressure.

Finally, we present several numerical tests by comparing with the models proposed in [5] and [3], and with experimental data.
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Ice production in polar oceans usually occurs in the presence of turbulence and wave motions induced by strong winds. This prevents the formation of a continuous ice layer at the sea surface (thin ice films, called nilas, are indeed observed in very calm conditions). A slurry of ice crystals, with a characteristic milky or greasy appearance, is generated instead. The ice crystals, called frazil crystals or frazil ice, have diameters ranging from 0.01 up to $\sim 4$ mm and thickness from 1 to $100 \mu$m \[1\]. If the wind is sufficiently strong, the frazil ice may be blown away, leaving the water surface exposed to the cold air, thus enhancing the ice production and the heat transfer to the atmosphere \[2\].

We can list the most important phenomena expected to contribute to frazil ice formation.

- Small droplets and foam are continuously lifted up from the water surface and freeze in contact of the cold air. When they return to the water column they act as primary congelation seeds.

- If the upper layers of the ocean are sufficiently overcooled, ice crystals grow out of the congelation seeds and reach size up to the millimeter range. New seeds are generated through fragmentation induced by collisions with other crystals (secondary nucleation).

- Part of the crystals are entrained by the turbulence and are transported down the column. Additional ice production may take place away from the surface if the overcooling is sufficient. Field data indicate that underwater frazil ice and significant overcooling in the water column may indeed be present down to depths of 20–40 m.

Due to the complexity of the processes involved, models of frazil ice formation necessarily rely on parameterization of small scale phenomena and on the introduction of empirical constants. In such circumstances, it may be of some interest to take a different approach, and look for limit regimes in which a reduced number of parameter is at play and identification of key physical aspects is simpler.

We focus on a stationary regime in which the ice formation process can be described as a balance of fluxes, as illustrated in Fig. 1. During freezing, most of the salt in forming the crystals will be released in the environment together latent heat. The freezing temperature $T_i$ is a decreasing function of the salinity deviation $S$, $T_i = T_{iB} - a_S S$, $a_S \simeq 0.0573 \, ^\circ\mathrm{C}/\mathrm{psu}$, \[1\].
Figure 1: Sketch of the heat, salinity and ice fluxes generated during build-up of a grease ice layer. The heat flux to the atmosphere is split into latent heat $\Phi_L^T$ and sensible heat $\Phi_B^T$ contributions. The salinity flux $\Phi_S^B$ is downward directed. The question mark indicates that the sign of the frazil ice flux $\Phi_{top}^C$ is a priori undetermined.

where $T_{iB} \simeq -2.09^\circ$C is the freezing temperature at a reference salinity $S_B = 34.5$ psu. Ice production thus contributes to reduction of the overcooling

$$T_o = T - T_{iB} + a_S S$$

both through latent heat production and salt release, even though latent heat turns out to dominate. On the other hand, it is possible to see that salinity contribution to buoyancy greatly exceeds that from latent heat release. In a situation in which ice forms mainly at the water surface, a fraction of the order of 1/10 of the heat flux to the atmosphere coming from ice formation would produce a salinity flux in the water column whose effect in terms of convection would dominate that of the heat flux.

An assumption of overcooling decreasing with depth ($T_o$ becoming more negative approaching the water surface) is sufficient to impose interesting conditions on the ratio of sensible to latent heat flux to the atmosphere. Indicating with $\Pi_C$ the ice formation rate at the surface, with $\Phi_L^T$ the latent heat contribution to the heat flux, and with $\Phi_S$ the salinity flux, we have

$$-\Phi_S/S_B = \Phi_L^T/\dot{\mathcal{L}} = \Pi_C,$$

where $\dot{\mathcal{L}} \simeq 75.5$ $^\circ$C is the temperature increase from latent heat release in an volume of water equal to that undergoing freezing. Imposing $T'_o < 0$ (z upward directed) implies an analogous condition for the overcooling flux in the water column: $\Phi_{T_o}^C = \Phi_B^T + a_S S > 0$.

On the other hand, Eq. (3) allows to write for the total heat flux $\Phi_{tot}^T = \Phi_T^B - (\dot{\mathcal{L}}/S_B)\Phi_S$, which gives a minimum for the sensible to total heat flux ratio $B = \Phi_B^T/\Phi_{tot}^T$:

$$B_{min} = \frac{a_S S_B}{\dot{\mathcal{L}} + a_S S_B} \simeq 0.025.$$
where $\Phi_C$ is the ice flux expressed in terms of the ice volume fraction field $C$. The contribution $-(\hat{\mathcal{L}} + a_S S_B)\Phi_C^{top}$ is precisely the latent heat ceded by the water phase upon melting of the crystals. Estimates of the fluxes can be obtained considering that frazil ice forms in windy conditions such that a mechanical boundary layer is expected at the top of the water column. A wind speed of the order of 10 m/s and a total heat flux to the atmosphere of the order of 1 kW/m$^2$ would give an Obukhov depth of the order of 3 m. Smaller heat fluxes and stronger winds, which would lead to larger Obukhov depths, are however to be expected. We will show how such estimates could be obtained in terms of just two parameters that are the entrainment rate of the frazil crystals in the water column

$$
\mathcal{E} = -(\hat{\mathcal{L}} + a_S S_B)\Phi_C^{top}/\Phi_B^{top},
$$

and the ratio $\mathcal{B}$ which determines the ratio between depth $\lambda$ of the region in which transport dominates over destruction by ice formation dominates the overcooling, and the Obukhov depth $L_S$

$$
\frac{\lambda}{L_S} \simeq \frac{\sigma \alpha_S S_B}{Bu_\gamma \hat{\mathcal{L}}},
$$

where the parameters entering the above formula are, respectively: $\sigma \simeq 0.4$ the von Karman constant; $\alpha_S \simeq 7.7 \times 10^{-3}$ m/(psu s$^2$) the haline buoyancy coefficient; $u_*$ the friction velocity (for a wind velocity of 10 m/s at 10 m from the water surface, $u_* \approx 1$ cm/s); $\gamma$ the ice formation rate (current estimates give $\gamma \approx 0.003$ $(^\circ C s)^{-1}$[3, 4]).

References


In the applied sciences, one is often by the need to reconstruct some parameter appearing in differential models from appropriate measurements of the solutions (see, e.g., [3]). In mathematical terms, these issues lead to inverse problems for partial differential equations (PDE’s) and will be the main subject of this minisymposium. In contrast to forward problems, inverse problems are typically ill-posed. On the other hand, some of the techniques which are commonly used to investigate stability, unique continuation, and controllability for PDE’s have proven to be crucial in the study of inverse problems. A case in point is represented by Carleman estimates, that can be applied to derive observability inequalities as well as Lipschitz stability estimates ([1, 2]). Topics to be
discussed in this minisimposium also include interior or boundary trace regularity result, stability properties, and decay rates of solutions in the case of dissipative evolutionary equations.
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How to get uniqueness using as less as possible of observations? Basing my talk around a toy problem: reconstruction of the potential for a linear parabolic problem, I will recall two classical methods: Dirichlet to Neumann map (DtN) [1] and Carleman estimates [6]. Then I will present a different and recent approach based on pointwise observations [4, 2, 5, 3] and I will underline some points to be improved for each method. Then, I will end my talk by a review of some results related to this pointwise observations method.
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The goal of this talk is to present a new result concerning the reachable set of the heat equation in space dimension 1. Our approach characterizes the target states in terms of the set on which an analytic expansion exists. To be more precise, when considering the heat equation on a space interval $(-L, L)$ and controlled from both boundaries $x = -L$ and $x = L$, we show that a function $y = y(x)$ belongs to the reachable set when it admits an analytic extension in a square of the form $\{ z = x_1 + ix_2 \text{ with } |x_1| + |x_2| \leq L' \}$ for some $L' > L$. This result is mainly sharp as one can show that a reachable state necessarily admits an analytic extension in $\{ z = x_1 + ix_2 \text{ with } |x_1| + |x_2| \leq L \}$. Our approach is based on a suitable “limiting” Carleman estimate for the heat equation and suitable duality properties.

Let us finally note that this result improves previous ones, namely [2], [1], and [3] which was the first work considering the characterization of the reachable states through the set where they admit an analytic extension.
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We prove that the KdV equation on the circle remains exactly controllable in arbitrary time with localized control, for sufficiently small data, also in presence of quasi-linear perturbations, namely nonlinearities containing up to three space derivatives, having a Hamiltonian structure at the highest orders. We use a procedure of reduction to constant coefficients up to order zero (adapting [1]), classical Ingham inequality and HUM method to prove the controllability of the linearized operator. Then we prove and apply a modified version of the Nash-Moser implicit function theorem by Hörmander [2].
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Let \((H, \langle \cdot, \cdot \rangle)\) be a complex Hilbert space and \(A_i : D(A) \to H \ (i = 1, \ldots, n)\) be a family of nonnegative and self-adjoint operators. We study the inverse problem consisting in the identification of the function \(u : [0, T] \to H\) and \(n\) constants \(\alpha_1, \ldots, \alpha_n > 0\) (diffusion coefficients) that fulfill the initial-value problem

\[ u'(t) + \alpha_1 A_1 u(t) + \cdots + \alpha_n A_n u(t) = 0, \quad t \in (0, T), \quad u(0) = x, \]

and the additional conditions

\[ \langle A_1 u(T), u(T) \rangle = \varphi_1, \quad \cdots, \quad \langle A_n u(T), u(T) \rangle = \varphi_n. \]

Under suitable assumptions on the operators \(A_i\) and on the data \(x \in H\) and \(\varphi_1, \ldots, \varphi_n > 0\), we shall prove that the solution of such a problem is unique and depends continuously on the data. Applications are considered.

This extends previous results achieved by the author in the cases when \(n = 1\) ([2] and [4]) and \(n = 2\) ([1] and [3]).
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We discuss the behavior of optimal control problems in a long horizon \((0, T)\) and the so-called turnpike property, which means that the optimal control and trajectory are close to the corresponding stationary optima for most of the time, far from initial and final time. This is an evidence of robustness of the cost criterion, leading to optima profiles which are mostly independent of initial data and terminal pay-off. In joint works with E. Zuazua, we analyze this property for linear quadratic control problems in finite and infinite dimension showing the role played by stabilization (as well as observability and controllability) in this kind of question and proving that the proximity between time-dependent and stationary optima holds with exponential rate.
Inverse Problems of Determining Moving Sources in Wave Equation and Heat Equation
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Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with smooth boundary $\partial \Omega$. We consider

$$
\begin{align*}
\frac{\partial^2}{\partial t^2} u &= \Delta u + f(x - \alpha(t)), \quad x \in \Omega, \ -T < t < T, \\
\frac{\partial}{\partial t} u|_{\partial \Omega} &= 0, \\
\frac{\partial}{\partial t} u(x, 0) &= 0, \quad x \in \Omega.
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial}{\partial t} u &= \Delta u + f(x - \alpha(t)), \quad x \in \Omega, \ -T < t < T, \\
\frac{\partial}{\partial t} u|_{\partial \Omega} &= 0, \\
\frac{\partial}{\partial t} u(x, 0) &= 0, \quad x \in \Omega.
\end{align*}
$$

Here $\alpha(t) = (\alpha_1(t), ..., \alpha_n(t))$. Let $\omega \subset \overline{\Omega}$ be a domain such that $\overline{\omega} \supset \partial \Omega$ and $T > 0$ be given. Then we consider the following two types of inverse problems.

- **Inverse Problem I.**
  Determination of a shape $f$ of a moving source by data $u|_{\omega \times (-T,T)}$ provided that the orbit $\alpha(t)$, $-T \leq t \leq T$, is known.

- **Inverse Problem II.**
  Determination of an orbit $\alpha(t)$ of a moving source by data $u|_{\omega \times (-T,T)}$ provided that the shape $f(x)$, $x \in \Omega$, is known.

We will present the uniqueness and some conditional stability for the two kinds of inverse problems for the wave and the heat equations. We will describe the uniqueness result for the inverse problem of determining $f(x)$ in (1). We assume and define:

$$
\alpha(0) = 0, \quad \|\alpha''\|_{C[-T,T]} + \|\alpha^{(3)}\|_{C[-T,T]} \leq M, \quad (3)
$$

there exist constants $\delta > 0$ and $x_0 \in \mathbb{R}^n \setminus \overline{\Omega}$ such that

$$
\cos \angle(\alpha(t), x - x_0) \leq -\delta, \quad x \in \overline{\Omega}, \ -T \leq t \leq T, \quad 2\delta \min_{x \in \Omega} |x - x_0| > \|\alpha\|_{C[-T,T]} \quad (4)
$$

and for arbitrarily fixed $M \geq 0$ we assume that

$$
f \in \mathcal{F} := \{f \in C^1(\mathbb{R}^n); \text{ supp } f \text{ is compact and there exists} \ a \ constant \ C > 0 \ \text{such that} \ M|\nabla f(x)| \leq C|f(x)|, \quad x \in \mathbb{R}^n\}. \quad (5)
$$

The second condition in (4) can be satisfied if $x_0$ is sufficiently far away from $\Omega$, while the first condition means that the orbit should be included in some range of directions from the origin.
Example  Let \( \alpha(t) = ct \) with \( c \in \mathbb{R}^n, \neq 0 \). In (3) we can choose \( M = 0 \). In (4) we can choose \( x_0 \in \mathbb{R}^n \setminus \overline{\Omega} \) such that \( \cos \angle(c, x - x_0) < 0 \) for \( x \in \overline{\Omega} \), because \( \alpha(t) \) has one fixed direction, and since we can set \( M = 0 \) in (5), we have \( \mathcal{F} = C^1(\overline{\Omega}) \).

The set \( \mathcal{F} \) is an admissible set of unknown \( f \) and for general \( \alpha(t) \), the set is quite restrictive. We have

**Example for \( \mathcal{F} \)**. Let \( \psi_k \in C_0^1(\mathbb{R}^n), k = 1, 2, ..., N \) be linearly independent on \( \overline{\Omega} \) and satisfy \( \psi_k > 0 \) on \( \overline{\Omega} \). Then

\[
\left\{ f = \sum_{k=1}^{N} a_k \psi_k; \ a_1, ..., a_N \geq 0 \right\}
\]

satisfies (5). This is a subset in \( \mathbb{R}^N \) and so our inverse problem in this case is the determination of a finite number \( a_1, ..., a_N \) of real numbers. Then we can state the uniqueness for Inverse Problem I for (1).

We assume

\[
T > \max_{x \in \Omega} |x - x_0|.
\]

In (1), if \( u|_{\omega \times (-T,T)} = 0 \), then \( f = 0 \) in \( \Omega \).

This is a joint work with Professor Piermarco Cannarsa (Univ. Roma “Tor Vergata”).
Dissipation of energy is ubiquitous in Nature. Damage, viscoelasticity, phase changes are just some important examples of such phenomena. They are all characterized by an energy which decreases over time. The goal of this minisymposium is to present an up-to-date overview of their mathematical treatment. The minisymposium is divided into two parts. The first is devoted to mathematical models of damaging, fatigue, aging
and viscoelasticity. All these phenomena are related to a losing of elastic response of materials, which may decrease in time or due to the damaging of internal cohesion bonds. The second is concerned with diffuse interface models which have recently received a lot of attention since they can be employed to describe a large variety of phenomena. In particular, we recall phase separation, tumor growth, image inpainting and liquid crystals.
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We propose a mathematical model for the analysis of aging phenomena (or, more generally, changes of the structural properties) of a viscoelastic material within the dynamics. The model is in the form of an integro-differential equation

\[ u_{tt} - h_t(0)\Delta u - \int_0^\infty h_t'(s)\Delta u(t - s)ds + f(u) = g, \]

where, the main feature is that the memory kernel \( h_t(\cdot) \) depends on time. A proper notion of solution and a global well-posedness result are discussed in the newly established framework of dynamical systems acting on time-dependent spaces \([1, 2]\).
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We consider the following abstract version of the Moore-Gibson-Thompson equation with memory

\[ \partial_{ttt}u(t) + \alpha \partial_{tt}u(t) + \beta A \partial_t u(t) + \gamma Au(t) - \int_0^t g(s) Au(t - s) ds = 0 \]

depending on the parameters \( \alpha, \beta, \gamma > 0 \), where \( A \) is strictly positive selfadjoint linear operator and \( g \) is a convex (nonnegative) memory kernel. In the subcritical case \( \alpha\beta > \gamma \), the related energy has been shown to decay exponentially in [1]. Here we discuss the critical case \( \alpha\beta = \gamma \), and we prove that exponential stability occurs if and only if \( A \) is a bounded operator. Nonetheless, the energy decays to zero when \( A \) is unbounded as well.
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Cohesive models in Fracture Mechanics are based on the idea that fracture energy is gradually released with the growth of the crack opening, reflecting the progressive weakening of the bound between the lips [3]. In contrast, in the brittle model of Griffith the fracture energy is instantaneously dissipated at crack initiation.

In the last years fracture problems have been revisited taking advantage of tools and techniques from calculus of variations [4], so that a consistent and rigorous treatment of the matter, although with some limit, arose. The main drawback of this approach runs over numerical implementations, which has been overcome with a regularized version of the fracture model, and precisely a phase-field model.

Phase-field models have recently found widespread popularity for simulating brittle crack propagation in a smeared manner [5, 10]. The analytical substrate is the $\Gamma$-convergence result by Ambrosio and Tortorelli [1], which gives the convergence of global minima. We also remark that a number of phenomena that are difficult to capture in discrete crack models, like crack branching, can evolve naturally in a phase-field approach.

The counterpart of [2] in the cohesive context is represented by the recent work [7]. In this paper, fully detailed in [9], we aim to simulate cohesive crack propagation using the smeared models introduced in [7]. Using alternate minimization technique and backtracking algorithm we reconstruct the Barenblatt’s cohesive energy and the stress-crack opening law in a 1D traction experiment. It is interesting to notice that without backtracking procedure such curves get close to those corresponding to the homogeneous solution at moderate opening.

Irreversibility is quite a controversial issue in cohesive context and its discussion goes out of the aims of the present work. We refer to [6] for a comprehensive analysis and a discussion of the relevant issues. Here we assume the standard damage irreversibility on the smeared functionals by requiring the monotonicity of the damage variable. It turns out that the stress-crack opening law is linear during unloading and reloading up to the maximal opening, where we recover the standard Barenblatt’s law.

We also consider a fully regularized version of the phase-field models [7] and we compare its behavior with the previous one. Finally, this formulation turns out to be effective in 2D experiments, for which no theoretical results are currently available. We briefly recall the formulation and illustrate a simple 1D numerical example.
1 Formulation

Let $\Omega \subset \mathbb{R}^d$ be a bounded open set with Lipschitz boundary representing the crack-free reference configuration of an elastic body. We assume that, due to suitable external forces and boundary conditions, the body undergoes a crack along a $(d-1)$-dimensional manifold $M \subset \Omega$ and a displacement $u$ on $\Omega \setminus M$. In the classical cohesive model, the evolution of the crack is governed by an energy which is the sum of a bulk term, the energy of the crack-free part, and of a surface term, the energy spent to separate fracture lips. The former depends on the strain, the latter on the crack set and amplitude, through an appropriate density $g : \mathbb{R} \to [0, +\infty]$. The variational formulation of the model involves the space of (generalized) functions with bounded variation $(G)BV$. Then the stationary cohesive fracture energy in case of antiplane shear reads as

$$
\mathcal{F}(u) := \int_{\Omega} \psi(|\nabla u|)dx + \int_{\partial u} g(|u|)|d\mathcal{H}^{d-1} + \sigma_c |D^c u| (\Omega),
$$

(1)

where $u \in GBV(\Omega)$, $\psi$ is quadratic near the origin and asymptotically linear, $g$ is nondecreasing, concave, bounded, $g(0) = 0$, the slope of $g$ in 0 is $\sigma_c \in (0, +\infty)$. The last term in (1) can be interpreted as a micro-crack energy.

Note that in 1D, under suitable hypotheses on $\psi$, $g$, boundary conditions, and forces, a global minimizer $\bar{u}$ of (1) belongs to $SBV$ and $\psi(\bar{u}) = \bar{u}^2$. Let us now introduce the variational approximation of (1) obtained in [6, Theorem 3.1]. For definition and properties of $\Gamma$-convergence we refer to [8]. Given two infinitesimal sequences $0 < \eta_{\delta} << \delta$ and $c, \gamma \in (0, +\infty)$, we consider the functionals $F_\delta$ defined by

$$
F_\delta(u, v) := \int_{\Omega} \left( \frac{c}{2} (\eta_{\delta} + f_\delta(v)) |\nabla u|^2 + \gamma \left( \frac{(1-v)^2}{4\delta} + \delta |\nabla v|^2 \right) \right) dx
$$

for $(u, v) \in H^1(\Omega) \times H^1(\Omega)$ and $0 \leq v \leq 1$ a.e., and by $+\infty$ otherwise in $L^1(\Omega) \times L^1(\Omega)$, where

$$
f_\delta(z) := 1 \wedge \delta^{1/2} \frac{z}{1-z}, \quad f_\delta(1) := 1.
$$

(3)

By [6, Theorem 3.1] as $\delta \to 0$ the functionals $F_\delta$ $\Gamma$-converge in $L^1(\Omega) \times L^1(\Omega)$ to the functional $F(u, v) := \mathcal{F}(u)$ defined in (1), if $u \in GBV(\Omega)$ and $v = 1$ a.e., $F(u, v) := +\infty$ elsewhere. The surface density $g$ is given by the following one-dimensional minimum problem

$$
g(s) := \inf_{(\alpha, \beta)} \int_0^1 \sqrt{\frac{c\gamma}{2}} \beta^2 |\alpha'|^2 + \gamma^2 (1-\beta^2) |\beta'|^2 dr,
$$

(4)

where $\alpha, \beta \in H^1((0,1))$ satisfy $0 \leq \beta \leq 1$, $\alpha(0) = 0$, $\alpha(1) = s$, $\beta(0) = \beta(1) = 1$. In particular $g$ is nondecreasing, subadditive, $g(0) = 0$, the slope of $g$ in 0 is $\sigma_c := (c\gamma/2)^{1/2}$, and the asymptotic limit as $s \to +\infty$ is $\gamma$; moreover $\psi(s) := c s^2 / 2$ for $s \leq (\gamma/(2c))^{1/2}$ and $\psi(s) := \sigma_c s - \gamma/4$ elsewhere (see [6, Proposition 4.1]).

2 Numerical example

As an example in the following, we describe the evolutionary solution to the traction problem for a one-dimensional homogeneous bar obtained by FEM approximation of the functional [2]. Full details can be found in [9]. Let $\Omega := [0, L]$, so that $\partial \Omega = \{0, L\}$. We follow the evolution in the time interval

$\Omega := [0, L]$, so that $\partial \Omega = \{0, L\}$. We follow the evolution in the time interval
\[ [0, T] = [0, 1], \] assuming that the left extremity at \( x = 0 \) is clamped, while a displacement \( u = u_0 t \) is imposed at \( x = L \). Here \( u_0 \) is a reference length and \( t \in [0, 1] \) is a non-dimensional loading parameter. Fig. 1 shows the stress-displacement curve obtained from FEM calculation. We observe two main phases of the cohesive fracture formation: non-fractured up to \( u = u_c \) with a nearly uniform degradation along the bar, and damaged (pre-fractured) for \( u > u_c \) up to complete decohesion in which strain and damage clearly localize in some portion of the bar. In this phase cohesive forces appear and vanish as the deformation increases. The unloading-reloading path is also outlined, it follows a linear path. Complete fracture in the sense of Griffith’s model can be achieved as \( u \to \infty \).

We also investigate the energetic evolution in Fig. 1, where the total energy, as well as its bulk and surface contributions, are plotted as functions of the displacement. Note that in the displacement interval \([0, u_c]\) evolution follows the elastic deformation: the bulk contribution moves from convex to concave behavior. Moreover, note that the truncation in (3) allows to obtain a bulk contribution which is quadratic near the origin. The total energy together with the surface contribution grow asymptotically up to the value \( \gamma \), meanwhile the bulk counterpart vanishes. Even, the total energy moves from convex to concave evolution for \( u = u_c \).
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A large class of materials exhibit a viscoelastic behavior. We encounter both natural materials like rubber and various forms of polymers with a homogeneous microstructure and manufactured one like composite, filled polymers where a heterogeneous microstructure has been created. The microstructure plays a key role in the macroscopic mechanical properties of the material. Recently 3D printing or lithographic techniques permit to design micro-architectures materials with specific properties.

The objective of this paper is twofold: (i) to review a series of recent results on the identification of viscoelastic properties and (ii) to explore their application to the identification of viscoelastic parameters for highly filled elastomeric composites and discussing the influence of prestrain and microtruss structures.

The viscoelastic mechanical behavior of the material will be represented using a Generalized Maxwell model and its parameters will be identified from relaxation or Dynamical Mechanical Analysis (DMA) experiments.

The identification of the relaxation spectrum of a viscoelastic system, corresponds to the determination of the relaxation kernel in an integral equation and is denoted as a Fredholm integral equation of the first kind. The problem has attracted a lot of attentions during the last decades due to its inherent difficulties. It is mathematically ill-posed, implying that the identification of the kernel is not uniquely assured and that small errors in the initial data will conduct to high discrepancies in the identified kernel. Within the recent mathematical literature, we can cite the work of Grasselli, Janno et al, Von Wolfersdorf, Cavaterra et al, which recovered the relaxation spectrum by...
reducing the problem to a nonlinear Volterra integral equation using a Fourier method to solve the direct problem and by applying the contraction principle. Further results revealed that the problem can also be solved in a heterogeneous medium, as in Lorenzi [16], Lorenzi and Romanov [17] or recently de Buhan and Osses [2] meaning that a spatial material heterogeneity can also be recovered if specific conditions are satisfied. In

![Image](image.png)

Figure 1: Comparison for the complex modulus of the perturbed data with 5% noise (points) with the identified generalized Maxwell model (continuous line): on panel (a) \(KN+HW\) method with 3 elements (KN relaxation times), (b) Relaxation modulus data, with the predicted generalized Maxwell model given by the B method and the R method. (c) Complex modulus data, with the predicted complex modulus given by "B method" and "R method".

![Image](image.png)

Figure 2: (a) The specimen based on microtruss with an octahedron cell used for the relaxations and DMA measurements. (b) A typical relaxation curve for the microtruss structure.

order to eliminate the ill-posedness of the identification problem, a standard technique consists of defining \textit{a priori} the characteristic times for the Prony’s series and pursuing the identification only for the elastic moduli of the different elements. This technique is described for example in [9, 10] for the DMA experiments, where the identification is performed on the complex moduli of the material. A recent application example is given in [5], where a generalized Maxwell model is identified to describe the viscoelastic behavior of shape memory polymers. For the relaxation experiment a dual method is proposed in [11, 7] where the relaxation modulus is identified. Other techniques are based
on different numerical schemes to tackle this problem, as for example the combination of Laplace transform and Padé approximants reported in [3], or the cumulative relaxation spectrum proposed in [21].

The improvements of the existing techniques address the distributions of characteristic times. In the case of a DMA experiment, the improvement is based on a mathematical result given by Krein and Nudelman [15], which permits to identify the relaxation times as the zeros of two complex functions constructed from the measured data [13]. This problem setting does not eliminate the ill-posedness of the initial problem. Two algorithmic matrices have to be positive definite in order to numerically solve the problem and this is realized through a regularization technique. However this imposes more natural restrictions in the problem when compared with an artificial set of characteristic times. In the case of the relaxation experiments, the idea is to optimize the \textit{a priori} set of relaxation time by imposing a closer representation of the relaxation function by reanalyzing the Riemann integration process.

Results for both relaxation and DMA experiments provide a smaller number of branches in the generalized Maxwell model than traditional methods and keep the quality of the representation (see figure 1).
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Adhesive contact between two elastic bodies along a prescribed surface can be modeled in terms of an adhesive parameter (accounting for the proportion of active bonds between the bodies), governed by a rate-independent flow rule which is coupled to the momentum balance with viscosity and inertia.

Through a rigorous asymptotics, we investigate the relation of this model to a model brittle delamination, extending previous results in [1, 2]. In the brittle case, the momentum balance and the flow rule for the adhesion parameter are coupled via a constraint on the contact surface imposing a transmission condition on the displacements on the set where the bonding is active, and allowing for jumps on the crack set, and this system can be thus understood as a model of dynamic fracture (along a prescribed surface).
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Shape memory alloys (SMAs) are smart materials which possess unique properties, known as shape memory effect and pseudo-elasticity. Such properties result from reversible diffusionless solid-solid transformations between a parent and a product phase, called, respectively, austenite and martensite. SMA devices are often subjected to thousand or millions of in-service loading cycles and thus fatigue failure represents an important design issue, which limits component lifetime. A typical example is given by cardiovascular stents which are subjected to pulsatile loading. The prediction of crack initiation and growth is an essential design requirement and necessitates a thorough understanding of the effect of microstructural phase evolution on fatigue damage. Particularly, to achieve high durability requirements in the design process, there is a special interest in the high-cycle fatigue (HCF) regime, where energy dissipation remains bounded in time. From the theoretical viewpoint, classical fatigue methodologies for infinite and finite lifetime cannot be directly employed, due to the unusual fatigue behavior of SMAs [5].

This work proposes a fatigue methodology to predict infinite lifetime in polycrystalline SMAs. According to physical observations showing that fatigue damage is controlled by mechanisms at the grain scale in a polycrystalline material, we study the HCF problem through the introduction of the mesoscopic grain scale, in addition to the macroscopic scale of continuum mechanics. The analysis is based on recent mathematical advancements on shakedown theorems [2] and on the rigorous framework of standard generalized materials. A fatigue criterion of the Dang Van-type [1] is then proposed; it (i) is based on a two-scale approach considering both austenite and martensite (see Figure 1), (ii) is multiaxial, and
Figure 1: Schematic representation of the macroscopic scale of a SMA body and the mesoscopic scale of the representative volume $V$. The volume consists of austenite (A), martensite (M), and mixed martensite and austenite (A + M) grains. Mesoscopic and macroscopic quantities are denoted with and without an hat, respectively (i.e., stresses $\sigma$ and $\hat{\sigma}$ and strains $\varepsilon$ and $\hat{\varepsilon}$).

(iii) predicts HCF crack initiation. The multiscale approach is settled on the assumption that, under HCF, a fatigue crack will not initiate if an elastic shakedown state is reached at both macroscopic and mesoscopic scale. In other words, if the following condition:

$$\max_{t>t_0}\{\hat{\tau}(x,t) + a(\alpha(x))\hat{\sigma_h}(x,t)\} \leq b(\alpha(x))$$  \hspace{1cm} (1)

is not satisfied in all the points $x$ of the structure at any time $t$, a fatigue crack will initiate and the structure will have a finite lifetime. In condition (1), $\hat{\tau}$ and $\hat{\sigma_h}$ are the mesoscopic shear stress and hydrostatic stress, respectively; the variable $\alpha$ represents the inelastic strain and can include the description of several physical phenomena characterizing SMA behavior, e.g., permanent plasticity, phase transformations, or void generation and fracture; $a$ and $b$ are material parameters depending on $\alpha$. For the simulations, the well-known three-dimensional constitutive Souza-Auricchio model for SMAs is employed [4], where $\alpha$ denotes the transformation strain tensor. The criterion is calibrated and validated on experiments from the literature [3]. The application to a cardiovascular stent is also presented. Several loading conditions are considered, together with the interaction between stent, vessel, and plaque. The effect of the martensite volume fraction distribution on stent fatigue is investigated (see Figure 2).

The results permit a novel insight into the analysis of the onset of damage in materials involving phase change and raise novel questions on microscopic deformation, damage mechanisms at phase boundaries, and experimental methods for the identification of fatigue limits.
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Figure 2: Application of the proposed criterion of the Dang Van (DV) type to the stent. The results are reported in the DV fatigue diagram in terms of mesoscopic shear stress and hydrostatic stress. Each point is characterized by a value of the martensite volume fraction \( z \). The experimental results on dogbones provided in [3] are also reported.


Modeling Dissipative Phenomena - Part II: Diffuse interface models

Dissipation of energy is ubiquitous in Nature. Damage, viscoelasticity, phase changes are just some important examples of such phenomena. They are all characterized by an energy which decreases over time. The goal of this minisymposium is to present an up-to-date overview of their mathematical treatment. The minisymposium is divided into two parts. The first is devoted to mathematical models of damaging, fatigue, aging...
and viscoelasticity. All these phenomena are related to a losing of elastic response of materials, which may decrease in time or due to the damaging of internal cohesion bonds. The second is concerned with diffuse interface models which have recently received a lot of attention since they can be employed to describe a large variety of phenomena. In particular, we recall phase separation, tumor growth, image inpainting and liquid crystals.
Multi-component Cahn-Hilliard systems with dynamic boundary conditions
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This talk is concerned with the well-posedness and the asymptotic behavior, in terms of finite-dimensional attractors, of Cahn-Hilliard systems describing phase separation processes in multi-component alloys, endowed with dynamic boundary conditions. Such boundary conditions take into account the interactions with the walls when considering confined systems.
The nonlocal Cahn-Hilliard equation with singular potential: separation property and regularity results
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In Material Science the Cahn-Hilliard system has been introduced in [1] to describe at a macroscopic level the formation and evolution of microstructures during the phase segregation in a binary alloys system. This phenomenon occurs when a homogeneous mixture undergoes a rapid cooling below a critical temperature. More recently, a nonlocal version of the Cahn-Hilliard system has been proposed in [2] and [3]. This macroscopic equation has been rigorously derived starting from a microscopic formulation and taking into account long range repulsive interactions between different species and short hard collisions between all particles. The resulting model is the conserved gradient flow associated to the nonlocal Helmholtz free energy

\[ \mathcal{E}(\varphi) = -\frac{1}{2} \int_{\Omega} \int_{\Omega} J(x-y)\varphi(x)\varphi(y) \, dx \, dy + \int_{\Omega} F(\varphi) \, dx \]

and reads as

\[
\begin{cases}
\varphi_t = \Delta \mu, \\
\mu = F'(\varphi) - J * \varphi,
\end{cases}
\quad \text{in } \Omega \times (0, T).
\]

Here \( \Omega \) is a bounded domain \( \mathbb{R}^d \), \( d = 2, 3 \), \( \varphi \) is the relative difference of the two concentrations, \( \mu \) is the chemical potential, \( \theta \) is the absolute temperature and \( F \) is the physically relevant potential defined by

\[ F(s) = \frac{\theta}{2} [(1 + s) \log(1 + s) + (1 - s) \log(1 - s)], \quad \forall \, s \in (-1, 1). \]

The aim of this talk is to discuss some recent results on the longtime regularity of weak solutions and the validity of the separation property.
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Cahn-Hilliard inpainting
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Our aim in this talk is to discuss variants of the Cahn-Hilliard equation in view of applications to image inpainting. We will present theoretical results as well as numerical simulations.
Diffuse and sharp interfaces in Biology and Mechanics
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In this contribution we present the idea of joining different real-world applications coming from Biology and Fluid Mechanics under the common feature of diffuse interface problems and of the need of a suitable weak solution notion for the corresponding PDE systems. The following fields of interest are indeed particularly challenging nowadays: tumor growth models, damage in elasto-plastic materials, two-fluids flows and liquid crystal dynamics. The main focus of this presentation regards recent modelling and analysis of tumor growth dynamics. This has indeed recently become a major issue in applied mathematics (see, e.g., [4] and references therein). In this new approach sharp interfaces are replaced by narrow transition layers arising due to adhesive forces among the cell species. Hence, a continuum thermodynamically consistent model is introduced. However, while numerical simulations of diffuse-interface type models for tumor growth have been carried out in several papers (cf., e.g., Chap.8 in [4]), nonetheless, a rigorous mathematical analysis of the resulting systems of PDEs is still in its infancy.

In the very recent papers [2], [3], and [6], we consider a diffuse interface model for tumor growth proposed [7]. This model consists of the Cahn-Hilliard equation for the tumor cell fraction nonlinearly coupled with a reaction-diffusion equation for the nutrient-rich extracellular water volume fraction. We shall first present a result on the existence of a weak solution, then we show that the weak solution is unique and continuously depends on the initial data. Furthermore, we shall give a result on the existence of a strong solution that allows to show that any weak solution regularizes in finite time. The last results will be on the existence of the global attractor in a phase space characterized by an a priori bounded energy and on some rigorous asymptotics.

However, for instance, one may include the fluid velocity either given as a datum or satisfying a generalized Darcy’s (or Brinkman’s) law. In this spirit we aim to report on the recent paper [5] where we consider a diffuse interface model for tumor growth recently proposed in [1]. The resulting PDE system couples four different types of equations: a Cahn-Hilliard type equation for the tumor cells (which include proliferating and dead cells), a Darcy law for the tissue velocity field, whose divergence may be different from 0 and depend on the other variables, a transport equation for the proliferating (viable) tumor cells, and a quasi-static reaction diffusion equation for the nutrient concentration. We establish existence of weak solutions for the PDE system coupled with suitable initial and boundary conditions. In particular, the proliferation function at the boundary is supposed to be nonnegative on the set where the velocity \( \mathbf{u} \) satisfies \( \mathbf{u} \cdot \nu > 0 \), where \( \nu \) is the outer normal to the boundary of the domain. We also study a singular limit as the diffuse interface coefficient tends to zero in order to pass from diffuse to sharp interfaces. Finally, we will leave some space to introduce other diffuse interface models in (Fluid)
Mechanics (damage, two-phase fluids, liquid crystals), which can be treated with similar techniques.
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On some nonlocal diffuse-interface models for binary fluids: regularity results and applications
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We shall first review the basic features and mathematical results concerning models for flow and phase separation of mixtures of viscous incompressible fluids, which are based on nonlocal Cahn-Hilliard/Navier-Stokes systems. The nonlocal Cahn-Hilliard/Navier-Stokes (CHNS) system has been studied analytically in a series of papers (cf. [1, 4, 5, 6, 7, 8] and, more recently, [2]). We shall then present the more recent results, under different assumptions on the double-well potentials, mobility and viscosity of the two fluids of the mixture. These will concern, in particular, existence of strong solutions in two dimensions. We shall also focus our attention on the physically relevant and mathematically challenging situation where the viscosity depends on the order parameter. Finally, we shall talk about the main applications of these results to some important topics, namely, to optimal control and long time behavior analysis. The presented recent results are obtained jointly with C. Gal, M. Grasselli and J. Sprekels.

References

On a nonstandard viscous Cahn–Hilliard system: existence and optimal control
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We study nonstandard viscous Cahn–Hilliard type system that was introduced by P. Podio-Guidugli as a model for dissipative phase separation. It consists of a system of two partial differential equation for the two unknown functions, which are given by the chemical potential and the order parameter of the phase transition process. The PDE system is highly nonlinear, exhibiting unpleasant nonlinear couplings involving the time derivatives of the unknowns that render the analysis difficult. In this talk, recent results concerning well-posedness, stability, regularity, and optimal control problems associated with the phase separation process will be discussed.
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In recent years the research for mathematical tools to be applied in financial contexts has gained additional importance. In fact the latest financial crisis has highlighted the need for a more scientific approach to the problem of pricing and risk control. Moreover,
we can now take advantage of more advanced statistical and mathematical skills and of the availability of numerical techniques and faster computer systems.

In this minisymposium, a variety of advanced mathematical modelling tools, numerical methods and scientific computation techniques for different current problems in quantitative finance will be presented. More precisely, this first part of the minisymposium is devoted to present recent contributions of applied mathematics in solving financial problems.
Vector quantization: recent perspectives
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The birth of optimal quantization dates back to the 50’s, when the necessity to optimize signal transmission by appropriate discretization procedures arose. Quantization consists in approximating a signal admitting a continuum of possible values, by a signal that takes values in a discrete set. Vector quantization deals with signals that are finite dimensional, such as random variables, while functional quantization extends the concepts to the infinite-dimensional setting, as it is the case of stochastic processes. Quantization of random vectors can be considered as a discretization of the probability space, providing the “best” approximation to the original distribution. It is therefore crucial to optimize the geometric location of these “points” and to evaluate the resulting error. Some numerical procedures have been developed in order to get optimal quadratic quantization of the most known distributions (e.g. the Gaussian) in high dimension, mostly based on stochastic optimization algorithms. Over the years many other application fields have been discovered and this opened the door to new research perspectives in Numerical Probability and applications to Mathematical Finance. For a comprehensive introduction to optimal vector quantization and its applications, we refer to [2] and references therein.

While theoretically sound and deeply investigated, optimal quantization typically suffers from the numerical burden that the algorithms involve. The main reason is related to the highly time-consuming procedure required by the determination of the optimal grid, especially in the multi-dimensional case where stochastic algorithms are necessary. Recently a very promising type of quantization, called recursive marginal quantization, has been introduced by [3] and it has been tested in a pricing context. This new approach provides sub-optimal quantization grids in a very accurate and fast way, so that it has been possible to use it for the first time to deal with market data, in a calibration perspective and to price non-vanilla derivatives in diffusive market models (see [1]).

The aim of the talk is illustrating the most recent research in vector quantization applied to numerical probability, by presenting newly discovered efficient discretization algorithms and their applications to mathematical finance. Open questions and possible research directions to follow will hopefully foster discussion with the audience.
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We consider the problem of governing systemic risk in two banking system models (see [1], [2]). The monetary authority is responsible for the governance of the banking systems. In these models the dynamics of the banking system is defined implicitly by an initial value problem for a system of stochastic differential equations. In the first model the dependent variables of the differential equations are the log-monetary reserves of the banks as functions of time, while in the second model the dependent variables are the assets and the liabilities of the banks as functions of time. The models proposed generalize those presented in [3] and describe homogeneous populations of banks. Distinct mechanisms are used to describe different forms of cooperation between banks and the intervention of the monetary authority in the banking systems. In the models studied a bank fails when its log-monetary reserves or its capital reserves go below an assigned default level. We call systemic risk or systemic event in a bounded time interval the fact that in that time interval at least a given fraction of the banks fails. The probability of systemic risk in a bounded time interval is evaluated using statistical simulation. The goal of the systemic risk governance is to keep the probability of systemic risk in a bounded time interval between two given thresholds. The systemic risk governance consists in the choice of the log-monetary reserves (first model) or of the assets and of the liabilities (second model) of a kind of “ideal bank” as functions of time and in the choice of the rules that regulate the cooperation mechanism among banks. These rules are obtained solving a stochastic optimal control problem for a kind of mean field approximation of the banking system models. A method to govern systemic risk in a bounded time interval is presented and some numerical examples of systemic risk governance of banking systems in presence and in absence of shocks are discussed.
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Analysis of Calibration Risk for Exotic Options through a Resampling Technique
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Substantial losses suffered by financial institutions, due to mispricing of financial derivatives in the last decades, has lead regulators to address model risk. The Basel Committee on Banking Supervision (2009) identifies two types of model risk: the risk associated with possibly incorrect evaluation of complex products and calibration risk which arises from unobservable model parameters. This risk has to be assessed by financial institutions and valuation adjustments should be introduced to account for it. The Federal Reserve (2011) has drawn guidelines for an active management of model risk. Among other things, the document suggests that banks should employ sensitivity analysis in model development and validation to check the impact of small changes in inputs and parameter values on model outputs. The European Banking Authority has set out requirements relating to additional valuation adjustments (AVA) of fair-valued positions to determine prudent values of balance sheets, which should cover valuation model risk, “which arises due to the potential existence of a range of different models or model calibrations, which are used by market participants, and the lack of a firm exit price for the specific product being valued”.

Cont (2006) has built a theoretical framework, extended by Gupta et al. (2010), for the quantification of model uncertainty. In the context of exotic option prices, Schoutens et al. (2004) have analyzed model risk, i.e. the risk related to pricing options using a wrong model, in an empirical study. Moreover, even if an appropriate model has been chosen, so that model risk is ruled out, the calibration procedure of option pricing models to market data has a relevant impact on exotic option prices. This involves several risk dimensions. Detlefsen et al. (2007) have studied calibration risk as arising from the use of different loss functions. Guillaume and Schoutens (2012) extend this concept to include the calibration methodology. Gilli and Schumann (2010) have examined the use of different calibration algorithms.

In this paper, we focus on another dimension of calibration risk, which arises from the estimation error of calibrated model parameters and carries over to exotic prices.
We quantify its impact for some popular option pricing models through a parametric bootstrapping technique. From an econometric point of view, the calibration of the parameters of the preferred model to market quantities consists of a non linear least squares regression. Using asymptotic results, we obtain the bootstrap distribution of the exotic derivative prices. This allows us to compute confidence intervals of exotic option prices that contain the same information brought by the original sample, thus quantifying estimation risk.

We provide empirical evidence of calibration risk for exotic options on a time series of EURO STOXX 50 implied volatility surfaces, covering a one year period. It turns out that complex pricing models provide a better fit to liquid market data, but at a cost of higher uncertainty in pricing exotic products, for which estimation risk can be substantial. Furthermore, we perform a sensitivity analysis along the lines proposed in Baucells and Borgonovo (2013). In finance, a standard way of performing a sensitivity analysis is to compute the so-called option Greeks with respect to the model parameters. However, a fatal limitation of this approach is that, due its intrinsic local nature, it does not take into account model non-linearities and presence of correlations among the unknown model inputs parameters. A natural way to take into account this is the probabilistic Sensitivity Analysis in Baucells and Borgonovo (2013) that identifies key sources of uncertainty in the model output with respect to the uncertainty in model parameters. Our bootstrap procedure makes viable the sensitivity analysis for option pricing and for quantitative assessment of the model valuation adjustment. This can be of some value for regulators and risk-managers.
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We present a new algorithm for computing optimal upper and lower bounds to multivariate European options when the underlying is modelled as a multidimensional geometric Brownian motion. We focus on basket options, which are European options written on a linear combination of stocks. This payoff includes also other derivatives such as Asian options or swaptions when the drift and the volatility are deterministic function of time. The problem is financially relevant because pricing and hedging multivariate claims in several dimensions via numerical techniques can be very time consuming. Moreover, despite the assumption of constant volatility is known to be not true, the Black formula is still extremely popular among practitioners and therefore one can be interested in obtaining a multivariate equivalent of this formula.

In [1] a lower bound for a basket option is derived, which is basically the basket of the options written on the assets within the basket with scaled volatilities. In [2] an upper bound (ICUB) which involves an additional numerical integration is derived. These bounds strongly depend on a variable $x$ which lies on a quadric $Q$ and they give an accurate approximation of the true price only if an optimization over $x$ is performed. Our contribution is to provide a new algorithm for solving both the optimization problems, that can be highly non trivial. The lower bound has a unique maximum when the log-correlations are all non negative and for this situation we provide a deterministic fast numerical scheme which converges to the maximum. When asset’s correlations are negative, the lower bound can show multiple maxima and we propose an hybrid algorithm on two stages. First we use the Simulated Annealing for selecting the “right” zone near the global maximum and then we use the previous deterministic algorithm for reaching it with the desired level of accuracy.

The upper bound minimization problem is intrinsically highly non trivial because of the presence on $n$ points, namely the $n$ columns of the correlation matrix, where $n$ is the dimension of the basket, in which the ICUB is not differentiable. These points in most of the cases are the solution of the optimization problem and therefore gradient methods for optimization may fail. The numerical scheme we propose for this problem is the hybrid scheme in which we first run the Simulated Annealing and then the deterministic fast map which does not suffer the non regularity of the columns of the correlation matrix.

Finally we perform numerical examples to test the performance of our algorithm compared standard optimization schemes.
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Forecasting with Dynamic Factor Models in both finite and infinite dimensional factor spaces
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In this talk, we show a comparative analysis of the pseudo real-time forecasting performance of three Large-Dimensional Dynamic Factor Models. Large-Dimensional Dynamic Factor Models represent each variable in a dataset as decomposed into a common component, driven by a small (as compared to the number of series in the dataset) number of common factors, and an idiosyncratic component. The latter is assumed to be orthogonal or, at most, weakly correlated with respect to the different common factors, so that the covariance of the variables in the dataset is mostly accounted for by the common components. Typically, the asymptotic results are obtained for \( n \), the number of series, and \( T \), the number of observations for each series, both tending to infinity. Among the different versions of the Dynamic Factor Model we selected:

(i) The SW model. This model has been introduced in [1]. The factors are estimated by means of the standard Principal Components of the variables in the dataset. The forecast of the variable of interest, call it \( y_t \), is obtained by regressing \( y_{t+h} \) on the factors and the variable \( y_t \), plus possibly lags of the factors and \( y_t \).

(ii) The FHLR model. It is a variant of the previous model which has been proposed in [2]. In a first step, the covariances of the common and of the idiosyncratic components are estimated using a frequency-domain method introduced in [3]. In the second step, such covariances are employed to estimate the factors by means of Generalized Principal Components.

(iii) The FHLZ model. Both models (i) and (ii) assume that the space spanned by the common components at any time \( t \) stays finite-dimensional as \( n \) tends to infinity. In [4], [5], it is assumed that a finite number of common shocks drive the common components, though the common components themselves are allowed to span an infinite-dimensional space. The dynamic relationship between the variables and the factors in this model is more general as compared to (i) and (ii). However, its estimation is rather complex and no systematic comparison with (i) and (ii) has as yet been produced.

We employ a large macroeconomic dataset consisting of 176 EU macroeconomic and financial time series observed at monthly frequency over the period from February 1986 to October 2015. To achieve stationarity, the series are desasonalized and transformed into first difference of the logarithm (mainly real variables), first difference of yearly difference of the logarithm (prices and wages), first difference (interest rates). A few stationary series are taken in levels. No treatment for outliers is applied. A distinctive feature of our exercise is that we split our sample into a fairly large subsample, from February 1986 to December 2000, upon which different models of each class of models
(i), (ii), (iii) are calibrated to produce forecasts within the sample of the variables of the dataset. Then, for each class of models (i), (ii), (iii), we select the one which shows minimum mean square forecast error (MSFE). The selected models are then run and compared in the remaining sample, from January 2001 to October 2015. To generalize our results, we also test different sizes of the rolling window to conduct a robustness analysis.
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Option pricing and implied volatility estimation in jump-diffusion models: a Mellin transform approach
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We use Mellin transforms to derive alternative results for option pricing and implied volatility estimation when the underlying asset price is governed by jump-diffusion dynamics. The current well-known results are restrictive since the jump is assumed to follow a predetermined distribution (e.g., lognormal or double exponential). However, the results we present are general since we do not specify a particular jump-diffusion model within the derivations. In particular, we construct and derive an exact solution to the option pricing problem in a general jump-diffusion framework via Mellin transforms. This approach of Mellin transforms is further extended to derive a Dupire-like partial integro-differential equation, which ultimately yields an implied volatility estimator for assets subjected to instantaneous jumps in the price. Numerical simulations are provided to show the accuracy of the estimator. This talk is based on the article [1].
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In recent years the research for mathematical tools to be applied in financial contexts has gained additional importance. In fact the latest financial crisis has highlighted the need for a more scientific approach to the problem of pricing and risk control. Moreover,
we can now take advantage of more advanced statistical and mathematical skills and of the availability of numerical techniques and faster computer systems.

In this minisymposium, a variety of advanced mathematical modelling tools, numerical methods and scientific computation techniques for different current problems in quantitative finance will be presented. More precisely, this second part of the minisymposium is devoted to present recent contributions of numerical techniques in solving financial problems.
A kinetic approach to simple market economies
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In recent years, kinetic equations of Boltzmann type have been proposed to model simple open market economies, based on the idea that an economic system composed by a sufficiently large number of agents can be described using the laws of statistical mechanics as it happens in a physical system composed of many interacting particles. The details of the economical interactions between agents characterize their wealth distribution. The features typically incorporated in kinetic trade models are saving effects and randomness: saving means that each agent is guaranteed to retain at least a certain minimal fraction of his initial wealth at the end of the trade; randomness means that the amount of money changing hands is non–deterministic. A substantial difference on the final behavior of the model can be observed depending on the fact that binary trades are pointwise conservative [3], or conservative in the mean [4]; indeed, the presence of suitable random variables allows to identify steady profiles with proper “Pareto tails”, namely asymptotic to an inverse power of wealth. The major results about kinetic equations for multi–agent systems have been summarized in the book [5].

In this talk, we propose a new class of kinetic equations in which agent’s trading propensity varies according to the personal amount of wealth [1], and we discuss the distribution behavior in suitable asymptotic limits, comparing the results with the ones available for simpler models. Moreover, we present a kinetic approach taking into account, besides the effects of binary interactions and of market risk, other non–negligible phenomena in real economy such as taxation and redistribution of the collected wealth [2]. The taxation mechanism is introduced at the level of the single trade to generate a portion of the mean wealth of the society, that will be totally redistributed to agents, to maintain the total wealth constant. The mechanism of redistribution is assumed sufficiently flexible to be able to redistribute to agents a constant amount of wealth independently of the wealth itself, or to redistribute proportionally (or inversely proportionally) to their wealth. In suitable asymptotic regimes, in terms of various parameters involved in the model, the kinetic Boltzmann equation turns out to be well approximated by a Fokker–Planck–type equation, which may be solved in order to determine the crucial properties of its steady state.
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The recent financial crisis has highlighted the need for a more scientific approach to the problem of pricing and risk control, taking advantage of more advanced statistical and mathematical skills and of the availability of numerical techniques and faster computer systems.

European options are derivative contracts that give the buyer the right to buy/sell a particular asset at a fixed maturity, at a predetermined price. In the case of “barrier option”, this right gets into existence or extinguishes when the underlying asset reaches a certain barrier value.

The Black-Scholes model (BS) [2] can be considered the first of the differential models for option pricing. Over the past three decades, the academic literature has highlighted the strong limitations of this model due to the fact that it is based on restrictive and unrealistic assumptions. Therefore other methods have been later introduced:

- models with time-dependent parameters or models where the volatility of the asset is a deterministic function of price and time;
- stochastic volatility models, such as the Heston model [5], in which the value of the option depends on time, on the price and on the volatility of the underlying asset;
- jump-diffusion models, such as the Bates model [1], that involves the adoption of stochastic processes with jumps in the analysis of fluctuations of financial markets.

For these more advanced models, the pricing of “barrier option” is traditionally based on Monte Carlo methods that are affected by high computational costs and inaccuracy due to their slow convergence or on domain methods (such as Finite Element Methods and Finite Difference methods) that have some troubles particularly in unbounded domains. Recently, at the University of Parma, a stable, accurate and efficient numerical method has been developed for the BS with time-constant parameters [3] and for Heston and Bates models [4].

The new approach is based on the Boundary Element Method (BEM) that was introduced in the Engineering field in 1970. The method is particularly advantageous for its high accuracy, for the implicit satisfaction of the asymptotic conditions at infinity and for the low discretization costs, especially when the differential problem is defined in an unbounded domain and the data are assigned on a limited boundary (which is the case of
the “barrier option”). Here the method is illustrated with some adaptations in order to solve the pricing problem of an up-and-out put option in the BS model with time-dependent parameters. Note that the explained procedure is absolutely general and it can be followed also when considering European call options with different single or double barriers (down/up, in/out) just resulting in different initial/boundary conditions for the starting differential problem but that can be treated in the same way.
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Matrix Processes in Derivatives Pricing: Modelling and Numerical Techniques

Gaetano La Bua
Politecnico di Milano Piazza Leonardo da Vinci, 32 20133 - Milano Italy

There is an empirical evidence that the dynamics of the implied volatility surface is driven by several factors. This causes the standard one-factor stochastic volatility models not to be flexible enough to consistently price plain vanilla options and forward volatility sensitive derivatives (e.g. forward starting and cliquet options). It is well accepted that a multi-factor approach would be necessary to take into account the variability of the skew. A large part of existing literature has considered vector-valued stochastic processes to model the multidimensional stochastic evolution of asset volatility. The choice of $\mathbb{R}^n$ as state space for the volatility process, however, could lead to unsatisfactory dependence structures among variance factors. This is particularly true if we restrict ourselves to the case of affine processes. In the light of the above, it appears reasonable to consider more general multidimensional processes: recently an increasing attention has been devoted to applications of matrix-defined stochastic processes in derivatives pricing. In particular, stochastic processes defined on the cone of positive semidefinite matrices $\mathcal{S}_n^+$ can be seen as natural candidates to model the latent volatility factors.

In this talk we focus on the so-called Wishart processes introduced by Bru [2] as a matrix generalization of square-root processes. A remarkable feature is that the analytical tractability is fully preserved since they belongs to the class of affine processes. Given the strict connection with the well-known CIR processes, Wishart processes have been used to define multi-factor [4] and multi-asset [3] extensions of the classic Heston model. Despite the analytical tractability, the implementation of Wishart-based stochastic volatility models poses non-trivial challenges from a numerical point of view. Firstly, we present simple and efficient simulation schemes for the asset price trajectories, making use of the exact sampling scheme in [1], that allow to price path-dependent derivatives. Secondly, we discuss the calibration problem and we highlight the constraints that need to be satisfied in order to get a well-defined Wishart process. Lastly, we introduce a wider class of hybrid models that improves the accuracy in reproducing the market volatility surface.
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Spitzer Identity, Wiener-Hopf Factorization and Pricing of Discretely Monitored Exotic Options
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The Wiener-Hopf factorization of a complex function arises in a variety of fields in applied mathematics such as probability, finance, insurance, queuing theory, radio engineering and fluid mechanics. The factorization fully characterizes the distribution of functionals of a random walk or a Lévy process, such as the maximum, the minimum and hitting times. Here we propose a constructive procedure for the computation of the Wiener-Hopf factors, valid for both single and double barriers, based on the combined use of the Hilbert and the $z$-transform. The numerical implementation can be simply performed via the fast Fourier transform and the Euler summation. Given that the information in the Wiener-Hopf factors is strictly related to the distributions of the first passage times, as a concrete application in mathematical finance we consider the pricing of discretely monitored exotic options, such as lookback and barrier options, when the underlying price evolves according to an exponential Lévy process. We show that the computational cost of our procedure is independent of the number of monitoring dates and the error decays exponentially with the number of grid points.

More precisely, this work provides a new procedure to determine the finite-time distribution of the discrete extrema and of the hitting times of one or two barriers for a process with independent and identically distributed increments, such as a Lévy process. Spitzer [2] provided a closed formula for the $z$-transform (or moment generating function or discrete Laplace transform) of the characteristic function of the extrema of a random walk observed on a set of discrete dates. Up to now the concrete application of the Spitzer identity has been difficult because it requires the Wiener-Hopf (WH) factorization of a function defined in the complex plane, a mathematical problem that concerns a variety of fields in applied mathematics. Indeed, this factorization cannot be achieved analytically except in few cases, or its computation turns out to be very demanding requiring the numerical evaluation of a multidimensional integral in the complex plane. In addition, with regard to a general Lévy process, little is known for the two-barriers case.

The key contributions of our work are the following. First of all, we provide a constructive
procedure for performing the WH factorization. More precisely, we express the WH factors arising in the Spitzer identity in terms of the Plemelj-Sokhotsky relations, which allow us to compute the WH factors through the Hilbert transform. The latter is then approximated via a sinc function expansion [3], which guarantees an exponential decay of the approximation error on the number of grid points.

Moreover, our methodology can deal with both a single and a double barrier. The solution in the second case is of interest in itself because it solves a long-standing problem related to an efficient computation of the WH factors in the presence of two barriers. The double-barrier case did not admit a simple feasible solution up to now, except under few special assumptions on the structure of the Lévy process. One has to solve two coupled integral equations, which can be achieved by factorizing a $2 \times 2$ matrix of functions, but a general analytical method for this more difficult problem has not been found yet [1].

Here, as the second main contribution of the work, we constructively propose a fixed-point algorithm based on an extension of the single-barrier case that achieves a fast convergence.
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A backward Monte Carlo approach to exotic option pricing
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We propose a novel algorithm – termed backward Monte Carlo – to the Monte Carlo simulation of continuous time diffusion processes. The new algorithm exploits recent advances in the quantization of diffusion processes ([Pagès(2014)], [Pagès et al.(2004)], [Pagès & Printems(2003)]) to approximate the continuous process with a discrete-time Markov Chain defined on a finite grid of points. Specifically, we consider the Recursive Marginal Quantization Algorithm ([Pagès & Sagna(2013)], [Callegaro et al.(2015)]), and as a first contribution we investigate a fixed-point scheme – termed Lloyd I method ([Kieffer(1982)]) with Anderson acceleration ([Anderson(1965)]) – to compute the optimal grid in a robust way. As a complementary approach, we consider the grid associated with the explicit scheme approximation of the Markov generator of a piecewise constant volatility process ([Albanese(2007)], [Albanese & Mijatović(2007)]). The latter approach – termed Large Time Step Algorithm – turns out to be competitive in pricing payoff specifications which require the observation of the price process over a finite number of pre-specified dates. Both methods – quantization and the explicit scheme – provide us with the marginal and transition probabilities associated with the points of the approximating grid. Sampling from the discrete grid backward – from the terminal point to the spot value of the process – in a similar spirit to the Brownian Bridge ([Glasserman(2003)]) we design a simple but effective mechanism to draw Monte Carlo path and achieve a sizeable reduction of the variance associated with Monte Carlo estimators. Our conclusion is extensively supported by numerical experiments.
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Hybrid tree-finite difference methods for the Heston and Bates model with stochastic interest rates
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We propose a mixed tree-finite difference method in order to approximate the Heston model. We prove the convergence by embedding the procedure in a bivariate Markov chain. Moreover, as a by-product, we provide a new simulation scheme to be used for Monte Carlo evaluations. Numerical results show reliability and the efficiency of the algorithms. We show how to generalize the procedure to the Bates model, the Heston-Hull-White model and the Heston-Hull-White2D model.
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The fundamental progresses achieved in recent years by the mathematical theory of hyperbolic conservation laws has made possible the study of several applied and physical phenomena. The aim of this Minisymposium is to consider some of these new problems from both the analytic and applicative point of view. The problems we consider range over traffic flow, boundary layers for Navier–Stokes equations, hyperbolic models for hysteresis, inverse/control problems. In particular in the context of traffic flow the following problems will be analyzed: models on both unidirectional roads and networks, $L^1$ dissipative solver for traffic junctions, moving bottleneck, two phase models on networks. The speakers
in this Minisymposium have a deep competence in the study of hyperbolic systems of
conservation laws, hyperbolic equations with nonlocal flux, mixed systems PDE-ODE and
conservation laws on networks. This competence extends to the analytical and numerical
study of this kind of systems as well as to their application to several applied problems.
Two-modes flow in porous media with hysteresis
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This paper focuses on a very simple model of hysteresis arising in oil recovery that was proposed in [2]. We consider a fluid flow in a porous medium, which is constituted by a water phase and an oil phase. The flow is modeled by the diffusive equation

\[ s_t + f_x = \epsilon s_{xx}, \]

(1)

where \( s \) is the water saturation, \( f \) the water fractional flow and \( \epsilon \) the capillarity-induced diffusion coefficient. Both \( s \) and \( f \) are valued in \([0, 1]\). Hysteresis comes into the play through the flow \( f \), which does not only depend on \( s \) but also on its history and current trend. Therefore, the flow \( f \) can be thought as a multi-valued function; for \( s \) fixed, these multiple values are parametrized by a new variable \( \pi \), which encodes the behavior of \( s \) in the past and the actual increasing or decreasing of \( s \). As a consequence, an equation for \( \pi \) is introduced.

In the case \( \epsilon = 0 \), the Riemann problem for equation (1) was sketched in [2]. The solution to such problem is far from being unique, not only because many combination of waves are possible for the same initial data, but in particular because hysteresis loops appear. However, for constant \( \epsilon > 0 \), a relaxation approximation for the equation of \( \pi \) is introduced in [2] and the authors determine which shock waves have a diffusive-relaxation profile. The drawback of this construction is that the flux function needs to be extended outside its natural domain, as well as the solutions.

In this talk we avoid introducing relaxation. First, we describe which waves admit viscous profiles. Then, we introduce the notion of weak solution for the initial-value problem for (1). At last, we introduce a Riemann solver for the inviscid (\( \epsilon = 0 \)) system and discuss its uniqueness. Complete details are provided in [1].
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Well-posedness for a monotone solver for traffic junctions
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In this talk we present well-posedness results for solutions obtained as vanishing viscosity limits for the Cauchy problem on a traffic junction where m incoming and n outgoing roads meet. We assume that the traffic on each road is governed by a scalar conservation law like in the classical LWR model. Our proof relies on the introduction of a family of Kruzhkov-type adapted entropies at the junction and a suitable definition of admissible solution. The key step in our construction consists in the description and analysis of the set of stationary solutions for the inviscid problem from the point of view developed by Andreianov, Karlsen, Risebro and Cancès to deal with scalar conservation laws with discontinuous flux.
A phase-transition model for traffic at junctions
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We consider the phase-transition model for traffic, introduced by Colombo, Marcellini and Rasce in [1], and we extend it to the case of junctions. We propose a solution at junctions, which preserves the number of cars and distributes the maximal speed of each vehicle according to the flux distribution. Properties of the Riemann solvers at junctions will be presented.
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A Riemann Solver at junctions preserving priorities
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Traffic flow on road networks, represented as directed graphs, can be described by conservation laws accounting for traffic evolution on each arc and coupled by suitable conditions at junctions. This amounts at prescribing specific solvers for the Riemann problems at nodes, i.e. Cauchy problems corresponding to constant initial conditions on each incoming and outgoing edge.

The first results concerning Lighthill-Whitham-Richards model on networks is due to Holden and Risebro [5], who proposed a solution choice based on the maximisation of the flux through the junction. In [1], some fixed rules for the distribution of traffic plus optimization criteria for the flux are prescribed. In particular, conditions guaranteeing uniqueness of solutions exclude junctions with more incoming than outgoing roads. We refer to [3] for further details and references.

Here we present a new general Riemann solver at junctions based on flux maximisation subject to traffic distribution rules among outgoing roads and priority rules among incoming roads. In particular, the Riemann problem exhibit unique solutions for any number of incoming and outgoing roads.

We also give a general existence result for the Cauchy problem with initial data with bounded total variation, based on the fulfilment of some properties controlling the increase of the total variation of the flux, inspired by [4]. In particular, we prove existence of solutions corresponding to our Riemann solver in the case of $2 \times 2$ junctions [2].

References


IBVPs for Hyperbolic Balance Laws with Applications to Traffic Modelling
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Conservation and balance laws are at the basis of a variety of models of interest, for instance, in industry or in biology, see [2]. Often, these models naturally require to be set in suitable bounded domains. In this talk, we first overview recent analytic results [3] developed on the basis of the classical work [1], concerning balance laws with boundaries in several space dimensions. Then, we specialize these statements in a 1D non autonomous setting suitable for applications to traffic dynamics, aiming in particular at the optimal management of traffic flows. Indeed, the recent results in [4] ensure the stability with respect to the flow of solutions to an IBVP for a scalar conservation law.
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On the local limit of continuity equations with nonlocal fluxes.
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Consider a family of continuity equations where the velocity field is given by the convolution of the solution with a regular kernel. In the singular limit where the convolution kernel is replaced by a Dirac delta, one formally recovers a conservation law. My talk will aim at discussing the behavior of the solutions of the nonlocal continuity equation in the singular limit. I will recall some positive results and discuss some recent counter-examples. I will also discuss the nonlocal to local limit for a related family of continuity equations with a viscous second order term.
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The present minisymposium explains how commutative and computational algebra, linear and non-linear algebra, algebraic graph theory and combinatorics could help applied science for giving solutions on real problems concerning different sectors. The proposal covers recent developments dealing with these topics in order to translate or evaluate theoretic results into concrete realities. Algebraic and analytical models are becoming increasingly significant because they are directed to other areas of sciences and technology. They are being actively considered in
various fields such as physical, statistical, medical ones and in biochemistry, engineering, computer science, and so on.

For example, models of this type are substantially given by graphs and matrices in algebraic systems. They are basically used to represent relations and processes in more contexts: telecommunication systems, interchange networks, transportation optimal plan of indivisible goods, microwave engineering in resonant structures, coding theory, data organization, flows of computation, research algorithms for the web, etc.

Algebraic and analytical models are a universal instrument for any kind of question that can be modeled by polynomial equations and also one of the most powerful methods in commutative algebra and algebraic geometry. The range of theoretical issues and applications related to them is enormous; it includes theoretical physics, computational graphic, electromagnetic parameters, and similar scientific layouts, since a lot of problems in such branches can be represented by algebra and numerical analysis (ideals, modules, matrices). For instance, the Groebner bases of toric ideals or those of hypersimplexes are an algebraic tool used by researchers in optimization problems, statistical processing, signal and image reshaping, computer vision science, and in the field of security to encrypt messages or to transmit confidential information.

The purpose of the minisymposium is that to collect recent experiences of researches for discussing several applications of mathematical models in different scientific areas.
Digraphs and Optimization Problems
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In the study of problems about transportation problems of units of indivisible goods, we investigate on the digraphs associated to the (1, 1)-Segre model consisting by the Segre product $A_{(1,1)} = K[x_1, \ldots, x_m] \otimes S K[y_1, \ldots, y_n]$ of two polynomial rings in $n$ and $m$ variables on any field $K$. The model has good algebraic properties that reflect on the digraphs. Moreover the Groebner basis of the monomial algebra $A_{(1,1)}$ with respect a term order $<_\omega$, being $\omega \in \mathbb{N}^{nm}$ a vector cost, it is very important to determine when the optimal transportation plan is unique and when a digraph has a unique sink.

We give examples of vectors cost not optimal, in correspondence of Groebner bases of the toric ideal of the model different from the usual Groebner bases used in [1],[2].

For low values of $m$ and $n$, we resolve the problem of transportation problem in details, studying some fibers of the semigroup homomorphism that arises from the model and the associate digraphs having that fibers as support.
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Spanning trees of simple graphs
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Classes of simple graphs are studied using computational and algebraic methods in order to give geometrical models in real connection problems. In fact the models built through graph theory are useful for setting suitable solutions of several problems concerning network areas (infrastructure nets, circuits electrical workers, urban and territorial analysis, etc.).

Let $G$ be a finite simple connected graph with the vertex set $V(G)$ and edge set $E(G)$, a spanning tree of $G$ is a subgraph of $G$ that contains every vertex of $G$ and is also a tree.

We represent the collection of all edge-sets of the spanning trees of $G$ by $s(G)$:

$$s(G) = \{E(G_i) \subset E(G), \text{ where } T_i \text{ is a spanning tree of } G\}.$$  

One can find a spanning tree systematically by cutting-down method, which says that spanning tree of a given simple finite connected graph is obtained by removing one edge from each cycle appearing in the graph.

We study some combinatorial properties of the spanning trees of Jahangir graphs. The **Jahangir graph** $J_{n,m}$, for $n \geq 2$, $m \geq 3$, is a graph on $nm + 1$ vertices consisting of a cycle $C_{nm}$ with one additional vertex which is adjacent to $m$ vertices of $C_{nm}$ at distance $n$ to each other on $C_{nm}$.

Our aim is to show how enumerate and describe all the spanning trees of a Jahangir graph $J_{n,m}$. More precisely we give an algorithm for the computation of the number of the spanning trees for this class of graphs.
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Symmetric Algebras of Ideals Generated by Linear Forms

Paola Lea Staglianò
Università degli Studi di Palermo
Viale delle Scienze, Ed. 8 90128 - Palermo Italy
paolalea.stagliano@unipa.it

Gaetana Restuccia
Università degli Studi di Messina
Viale F. Stagno D’Alcontres, 31 98166 - Messina Italy
grest@unime.it

Let $M$ be a finitely generated module on a commutative ring $R$ with identity. Let $A = (a_{ij})$ be a $n \times m$ matrix, with entries in $R$, $I_k(A)$ the ideal generated by the $k \times k$ minors of $A$, $1 \leq k \leq \min(m,n)$, and let $\varphi : R^m \rightarrow R^n$ be a module homomorphism. We denote by $I_k(\varphi)$ the ideal $I_k(A)$, where $A = (a_{ij})$ is the $n \times m$ matrix associated to $\varphi$, for an appropriate choice of the bases.

Let

$$R^m \xrightarrow{\varphi} R^n \rightarrow M \rightarrow 0$$

be a free presentation of the module $M$. If we consider the symmetric algebras of the modules in (1), the presentation ideal $J$ of $\text{Sym}_R(M)$ is generated by the linear forms in the variables $Y_j$, $1 \leq j \leq n$:

$$a_i = \sum_{j=1}^{n} a_{ji} Y_j, \quad 1 \leq i \leq m$$

The theory of $s$–sequences has been recently introduced by Herzog, Restuccia, Tang ([2]) and it permits to compute the invariants of $\text{Sym}_R(M)$ starting from the main algebraic invariants of quotients of $R$, via the initial ideal $\text{in}_\prec(J)$, with respect to a suitable term order, introduced in $R[Y_1, \ldots, Y_n]$, where $n$ is the number of elements in a minimal system of generators of $M$.

We are interested to the case the ideal $J$ is generated by an $s$-sequence. The problem is part of a wider context, precisely:

*Given an ideal $I = (a_1, \ldots, a_m) \subset R[X_1, \ldots, X_n]$ generated by linear forms in the variables $X_1, \ldots, X_n$, we want to study when $I$ is generated by an $s$-sequence and to compute the standard invariants of $\text{Sym}_R(I)$ in terms of the corresponding invariants of special quotients of the ring $R$.*

Standard invariants of $\text{Sym}_R(I)$ are Krull dimension, multiplicity, depth and regularity, denoted respectively by $\text{dim}(\text{Sym}_R(I))$, $e(\text{Sym}_R(I))$, $\text{depth}(\text{Sym}_R(I))$, with respect to the maximal graded ideal, $\text{reg}(\text{Sym}_R(I))$. In general the problem is hard, but if $I$ is generated by an $s$-sequence, our approach gives some interesting results. We recall some results obtained about ideals generated by linear forms as relation ideals of special symmetric algebras and we consider some basic properties about $s$–sequences and, additionally, we recall how to compute the invariants ([3], [4]) and then we find sufficient and necessary conditions so that they are generated by $s$–sequences ([5]).
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On the 3-th hypersimplex and applications
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We define r-th hypersimplex $A_r$ as the set of lattices points of $\mathbb{N}^n$, $\mathbb{N}$ the semigroup of natural number, whose coordinates are $(i_1, i_2, ..., i_n)$, with $i_1 + i_2 + ... + i_n = r$, and $i_t \in \{0, 1\}$. For $r = 2$, the 2-nd hypersimplex $A_2$ is studied in [2], where one proved that the Groebner basis of the toric ideal $I_{A_2}$, with respect to the lexicographic order coincides with the Groebner basis with respect to the reverse lexicographic order and to the sorted order. All bases consist of binomials of degree two and the bases are the same. For $r = 3$, the situation is different. The sorted Groebner basis of the toric ideal $I_{A_3}$ consists of binomials of degree two, but both lexicographic and reverse lexicographic Groebner basis are not quadratic. Since the most popular term orders are doubleless the lex or the reverse lexicographic orders, we are interested to establish lower and upper bounds for the degree of these bases, since the triangulations associated can be more interesting in different fields, in particular from the geometric point of view. Some results contained in [2], where a sorted quadratic Groebner bases is found for the 3-th Veronese algebra, subalgebra of the polynomial ring $K[x_1, ..., x_n]$ in $n$ variables on the field $K$ (supposed algebraic closed) generated on $K$ by all monomials of degree 3 in $x_1, ..., x_n$, can be revisited looking to find a quadratic sorted Groebner basis for the 3-th squarefree Veronese algebra, subalgebra of $K[x_1, ..., x_n]$, generated on $K$ by all squarefree monomials of degree 3 in $x_1, ..., x_n$ by the application of the elimination theory, used in Groebner basis theory. Now, $A_2$ describes the algebra associated to a simple complete graph $G_2$ and $A_3$ describes the graph $G_3$ of paths of length 2 in the graph $G_2$. From this fact the importance of these problems arise in combinatorics and in many fields. For a low number of variables the problem is investigated and some interpretations in graph theory are given.
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Nowadays, the urgent need to achieve, as soon as possible, the globalization in our planet requires the security of all data transfers from one source to another. In particular, it is very desirable to have evaluation codes with very good parameters.

It seems that smooth projective varieties offer concretely such codes, see for example [3] in the one-dimensional case, and [1, 2] in the two-dimensional case.

The aim of our study is to compute the dimensions of some families of evaluation codes which are constructed from the geometry of some smooth projective rational surfaces, see [4].

Let \( X^r_n \) be the smooth projective rational surface obtained as the blowing-up of the Hirzebruch surface \( \Sigma_n \) at the zero-dimensional closed subscheme \( \bigcup_{i=1}^r \{P_i, Q_i\} \), where \( n \) and \( r \) are positive integers, and \( \bigcup_{i=1}^r \{P_i, Q_i\} \) is a suitable set of points in \( \Sigma_n \). Then it holds:

**Theorem.** With the above notation, if \( n \) and \( r \) are such that the integer \( n^2 + 2(2-r)n + 4 \) is positive, then the dimension of global sections of any invertible sheaf on \( X^r_n \) is computed.

Our original interests of handling these kinds of codes are mainly their use in cryptography and as an instrument for the benefit of humanity.

In fact regarding cryptography, they can be considered as a way not only to encrypt data but also to authenticate users. And regarding the benefit of humanity, they can be implemented in Radio-Frequency Identification (RFID). The latter (with the help of a chip) enables from any place to identify, follow, get medical history and commercial tendencies of any human and can be used also as a tool of payment, to mention a few gentle applications.
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The numerical evaluation of parameters having practical interest in microwave engineering (e.g., cutoff wavenumbers or resonant frequencies of resonant structures) is often closely linked to the computation of a set of nonlinear eigenvalues, for which the related nonlinear eigenproblem \( L(\gamma)f = 0 \), with \( \gamma \in \Omega \subset \mathbb{R}^+ \) admits a non trivial solution [2]. This set is usually evaluated, after to have obtained a matrix representation \( L(\gamma) \) of the operator \( L(\gamma) \) by a projective method, through the use of the Singular Value Decomposition. However this approach has a main drawback that is very time consuming due to its asymptotic computational cost of \( \mathcal{O}(n^3) \) (where \( n \) is the order of \( L(\gamma) \)). In [1] was developed a fast algorithm for computing this set of nonlinear eigenvalues. It is possible to empower the approach described in [1], exploiting the symmetry of the domain \( \mathcal{D} \) on which is defined the nonlinear eigenproblem. In fact, collecting all the symmetry operations on \( \mathcal{D} \) in a group \( \mathcal{G} \) and building \( \forall \tau \in \mathcal{G} \) a suitable matrix representation \( \{ M(\tau) \} \), Group Theory states by means of the Shur’s lemma [3] that this may always be decomposed into a direct sum of irreducible representations, i.e. exists a similarity transformation \( S \) such that \( SM(\tau)S^{-1} = M^\beta(\tau) \), where \( M^\beta(\tau) \) will have a block diagonal form \( \forall \tau \in \mathcal{G} \). If the same basis representation is used to obtain \( L(\gamma) \) and if \( L(\gamma) \) commutes with \( M(\tau) \) for all \( \tau \in \mathcal{G} \) (and this is the case for many nonlinear eigenproblem related to microwave problems) it is straightforward to demonstrate that relatively to the same symmetrizing basis described by the linear transformation \( S \), the matrix operator \( L(\gamma) \) will have a block diagonal form \( L^\beta(\gamma) \). This block diagonal representation for the original matrix problems will allow to solve, applying the method described in [1], a number \( p \) of reduced order decoupled nonlinear eigenproblem, obtaining in this way a very notable computational saving having order \( \mathcal{O}((n/p)^3) \) where \( p \) is the number of irreducible blocks of \( L^\beta(\tau) \).
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The inverse problems theory has been investigated extensively in the past few decades due to its importance in several applications, the availability of new generations of computers and the development of reliable numerical methods. Applications such as image deconvolution and reconstruction and machine learning are examples that, combined with the large amount of data to be processed (think of 3D images or problems of automatic categorization of web pages), require powerful computers and appropriate numerical strategies in order to obtain an effective solution possibly in real time.

Inverse problems, posed as mathematical models of real physical phenomena, are a...
multidisciplinary scientific field involving physics, engineering and different branches of mathematics. Regularization techniques are necessary to stabilize inverse problems, ill-posed by their nature. Recent advances in the numerical solution of inverse problems exploit the relationship between regularization methods and linear algebra and optimization algorithms. Many methods for solving inverse problems use classical linear algebra and numerical optimization algorithms and, at the same time, new strategies in linear algebra and numerical optimization have been recently developed starting from specific features of the inverse problems, such as their typical ill-posedness in the sense of Hadamard. Objective of this symposium will be the presentation of recent numerical methods inspired by, or applied to, regularized models arising in specific inverse problems in astronomy, microscopy, finance or medicine.
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Several models arising in relevant applications such as image and signal restoration, statistical inference and data analysis lead to the following constrained optimization problem

\[
\min_{x \in \mathbb{R}^n} f(x) + \Phi(x)
\]  

where \( f, \Phi : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) are convex, proper, lower semicontinuous functions and \( \text{dom}(\Phi) \subset \text{dom}(f) \). Let denote with \( X^* \) the set of solutions of (1) and let \( f^* = \inf_{x \in \mathbb{R}^n} f(x) + \Phi(x) \). We propose the following scaled forward–backward \( \varepsilon_k \)–subgradient scheme:

\[
x^{(k+1)} = \text{prox}_{\alpha_k \Phi, D_k^{-1}} \left( x^{(k)} - \alpha_k D_k u^{(k)} \right)
\]

where \( D_k \) is a symmetric positive definite matrix with bounded eigenvalues, \( u^{(k)} \in \partial_{\varepsilon_k} f(x^{(k)}) \) for \( \varepsilon_k \geq 0 \) and \( \alpha_k \) can be chosen either as an \textit{a priori} selected sequence obeying to the Ermoliev rule \((R_1)\) or with an adaptive rule \((R_2)\) of Brännlund’s type \([4]\).

\[(R_1)\] \( \alpha_k > 0, \lim_{k \to \infty} \alpha_k = 0, \sum \alpha_k = \infty, \sum \alpha_k^2 < \infty \)

\[(R_2)\] \( \alpha_k = \frac{f(x^{(k)}) - f_k}{\|u^{(k)}\|^2} \) or \( \alpha_k = \frac{f(x^{(k)}) - f_k}{\max\{1,\|u^{(k)}\|^2\}} \)

We provide a convergence analysis of the iteration \([2]\) under suitable assumptions on sequences \( \{u_k\} \) and \( \{\varepsilon_k\} \), the subgradient of \( \Phi \) and different choices \( \alpha_k \). A convergence rate estimate can be obtained for \( \alpha_k \) as in \( R_1 \). Borrowing ideas of \([5]\), we develop a Scaled forward–backward \( \varepsilon \)-Subgradient Level Algorithm (SSL) for a practical implementation of \( R_2 \): details can be found in \([2]\).

A concrete example of the method \([2]\) can be devised for the problem

\[
\min_{x \in \mathbb{R}^n} f_0(x) + f_1(Ax) + \Phi(x),
\]

where \( A \in \mathbb{R}^{m \times n}, f_0(x), f_1(x), \Phi(x) \) are convex, proper, lower semicontinuous functions such that \( \text{diam}(\text{dom}(f_1')) \) is finite and \( f_1'(y) \) is the Fenchel dual of \( f_1 \). Clearly, \( [3] \) is a
special case of (4). For the solution of (3), we propose the following Scaled Primal–Dual Hybrid Gradient (SPDHG) method for the solution of (3)

\[
\begin{align*}
y(k+1) &= \text{prox}_{\tau_k f_*}(y(k) + \tau_k Ax(k)) \\
u(k) &= d(k) + A^T y(k+1) \\
x(k+1) &= \text{prox}_{\alpha_k D_k^{-1}}(x(k) - \alpha_k D_k u(k))
\end{align*}
\]

where \(d(k) \in \partial_{\mu_k} f_0(x(k))\), for some \(\mu_k \geq 0\), and \(\{\tau_k\}, \{\alpha_k\}\) are the dual and primal steplength sequences respectively. Method (4)–(6) is a special case of (2), where \(f = f_0 + f_1 \circ A\). \(A^T y(k+1)\) is an \(\varepsilon\)-subgradient of \(f_1 \circ A\) at \(x(k)\), as stated in [3, Lemma 1]; thus, \(u(k) = d(k) + A^T y(k+1) \in \partial_{\varepsilon_k} f(x(k)), \varepsilon_k = \mu_k + \psi_k\). We provide two different SPDHG implementations, depending on the choice for the sequences.

**Prefixed sequences.** Let \(\{\tau_k\}, \{\alpha_k\}, \{\gamma_k\}\) be sequences chosen a–priori, such that \(\alpha_k = \mathcal{O}(k^{-p}), \tau_k = \mathcal{O}(k^q), \gamma_k = \mathcal{O}(k^{-q}), \frac{1}{2} < p \leq 1, q > 1\); define \(L_k = \max\{\|D_k\|, \|D_k^{-1}\|\}\) and assume \(L_k \leq \sqrt{1+\gamma_k}\) and \(\mu_k\) convergent to zero at least as \(\frac{1}{\sqrt{\gamma_k}}\). Then \(\liminf_{k \to \infty} f(x(k)) + \Phi(x(k)) = f^*\); if \(X^* \neq \emptyset\), the sequence \(\{x(k)\}\) converges to a solution of (3) and \(\lim_{k \to \infty} f(x(k)) + \Phi(x(k)) = f^*\).

**Adaptive primal sequence.** Let \(\{x(k)\}\) be the sequence generated by SSL Algorithm, \(\lim_{k \to \infty} \tau_k = \infty, \gamma_k = \mathcal{O}(k^{-q})\) then we have \(\liminf_{k \to \infty} f(x(k)) + \Phi(x(k)) = f^*\).

We further specialize the SPDHG method for a specific application in the image restoration context: let \(f_0(x) \equiv f_0(Hx + b; g)\) be the Kullback–Leibler functional, where \(g \in \mathbb{R}^n\) is a detected image, corrupted by Poisson noise, \(H \in \mathbb{R}^{n \times n}\) represents the blurring operator (with standard assumptions) while \(b \in \mathbb{R}\) is a nonnegative background term. The regularization term is given by \(f_1(Ax) = \beta TV(x), \beta > 0\), i.e. the Discrete Total Variation functional. The function \(\Phi(x)\) is the indicator function of the set \(X = \{x \in \mathbb{R}^n : x_i \geq 0\}\). In order to devise a suitable scaling matrix \(D_k\) for SPDHG, we adapt to our case the split gradient strategy proposed in [1] for nonnegatively constrained differentiable problems. We consider four different versions of the method (4)–(6) to solve the problem (3) in the image restoration framework:

**PDHG** corresponds to set \(D_k = I\) and \(\alpha_k\) satisfying \(\mathcal{R}_1\). It consists in the method in [3];

**SPDHG** \(\alpha_k\) is chosen such that it satisfies \(\mathcal{R}_1\);

**SL** is the SSL procedure with \(D_k = I\) and \(u(k) = \nabla f_0(x(k)) + \beta A^T y(k+1)\), where \(y(k+1)\) is updated as in (4);

**SSL** is the same as above but with the scaling matrix \(D_k\) defined as in SPDHG.

From the numerical experience we observe that the presence of the scaling can help to accelerate the progress towards the solution, with both stepsize selection strategies. As concerns the scaling matrix bounds, the best results are obtained by selecting large initial values for \(\gamma_k\), allowing more freedom to choose \(D_k\). It is also interesting to observe that the adaptive computation of \(\alpha_k\) combined with the proposed scaling technique in SSL seems to work quite well, leading to performances that are, in some cases, close to the ‘best’ ones obtained by manually tuning the stepsize sequence in PDHG and SPDHG.
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We consider the problem of portfolio selection within the classical Markowitz mean-variance framework \[3\]. Given \(n\) traded assets, the problem is to establish the amount of capital to be invested in each one of them to build an investment portfolio with minimum risk for a fixed expected return. We assume that one unit of capital is available and denote with \(w = (w_i)_{i=1,n}\) the portfolio weight vector, that is, the amount \(w_i\) is invested in the \(i\)-th asset. Let \(\mu = (\mu_i)_{i=1,n}\) where \(\mu_i\) is the expected return of asset \(i\), and \(t\) a set of \(m\) evenly spaced dates at which asset returns are estimated, so that \(r_{ti}\) is the return of asset \(i\) at time \(t\). If one estimates expectations by means of sample averages, portfolio selection is formulated in the following form:

\[
\min_w \frac{1}{m}\|\rho \mathbf{1}_m - Rw\|_2^2 \\
\text{s.t.} \\
w^T\mu = \rho \\
w^T\mathbf{1}_n = 1,
\]

(1)

where \(R\) is the \(m \times n\) matrix containing asset returns, \(\rho\) is the fixed expected portfolio return and \(\mathbf{1}_l\) is the unitary vector of length \(l\). In (1) the first constraint fixes the expected return and the second one is a budget constraint which establishes that all the available capital is invested. If asset returns are highly correlated, then \(R\) is ill-conditioned. Different regularizations have been proposed, we focus on the following regularized problem [2]:

\[
\min_w \|\rho \mathbf{1}_m - Rw\|_2^2 + \tau \|w\|_1 \\
\text{s.t.} \\
w^T\mu = \rho \\
w^T\mathbf{1}_n = 1
\]

(2)

in which the \(l_1\) penalty term provides sparse solutions.

In this talk we discuss an iterative regularization method for problem (2), based on Bregman approach \[1\] with an adaptative rule for the estimation of \(\tau\) that avoids negative weights corresponding to undesired short sales. Numerical experiments on real market data are presented to show the effectiveness of our strategy.
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Thresholding iterative methods have recently been successfully applied to image deblurring problems. In this talk, we investigate the modified linearized Bregman algorithm (MLBA) used in image deblurring problems [2], with a correct treatment of the boundary artifacts (see [4]). The fast convergence of the MLBA depends on a regularizing preconditioner that could be computationally expensive and hence it is usually chosen as a block circulant circulant block (BCCB) matrix, diagonalized by discrete Fourier transform. We show that the standard approach based on the BCCB preconditioner may provide low quality restored images and we propose different preconditioning strategies, that enhance the quality of the restoration and save some computational cost at the same time. Motivated by a recent nonstationary preconditioned iteration introduced in [3] for least-square inverse problems, we propose a new algorithm that combines such method with the MLBA [1]. We prove that it is a regularizing and convergent method. A variant with a stationary preconditioner is also considered and some numerical results are compared with similar methods.

References


Enforcing nonnegativity by flexible Krylov subspaces

Silvia Gazzola
University of Bath
Department of Mathematical Sciences, Bath BA2 7AY, United Kingdom
s.gazzola@bath.ac.uk

Constrained linear least squares problems arise in a variety of applications, and many iterative methods are already available to compute their solutions (cf., for instance, [1, 2] and the references therein).

This talk will introduce a new efficient approach (dubbed “MFCGLS”) to solve nonnegative linear least squares problems

\[ \min_{x \geq 0} \| b - Ax \|_2. \]  

(\*)

The main idea underlying MFCGLS is to leverage the KKT conditions in order to form an adaptively preconditioned unconstrained least squares problem, which is then solved by a flexible Krylov subspace method. Some properties of MFCGLS will be discussed, and some insight will be given.

The new method can be easily applied to image deblurring and denoising problems,

\[ Ax^{ex} + n = b, \]

where the goal is to compute a good approximation of a sharp image \( x^{ex} \), given a corrupted version \( b \) of it and a linear blurring model \( A \). When dealing with images, nonnegativity is a very meaningful constraint to impose, since the entries of \( x^{ex} \) (pixels) represent nonnegative intensities.

The results of many numerical experiments will be displayed during the talk. When compared to many state-of-the-art solvers for nonnegative least squares, MFCGLS delivers results of equal or better quality, with a significant speedup. In this abstract, only a sample of these tests is proposed. Besides MFCGLS, the following well-known solvers are taken into account:

- **FISTA** [1]: in the special case of nonnegativity constraints, FISTA is an accelerated version of the projected gradient method.

- **MRNSD** [2]: this method can be regarded as a modified steepest descent approach applied to solve the adaptively preconditioned system stemming from the KKT conditions.

- **CGLS** (see [3]): the conjugate gradient method applied to the normal equations, in order to solve the unconstrained least squares problem associated to (\*).

Figure 1 displays the exact galaxy image, a blurred and noisy version of it, and the best reconstructions obtained by different method. Table 1 reports the best attained relative error (i.e., \( \| x^{ex} - x_m \|_2 / \| x^{ex} \|_2 \)), the corresponding iteration \( m \), and the average time per iteration. Finally, Figure 2 displays the history of the relative errors for the considered methods. Looking at these results, one can see that considering nonnegativity constraints...
Figure 1: galaxy images in logarithmic scale. (a) exact. (b) blurred and noisy. (c) reconstruction by MFCGLS. (d) reconstruction by FISTA. (e) reconstruction by MRNSD. (f) reconstruction by CGLS.

<table>
<thead>
<tr>
<th>Method</th>
<th>rel.error</th>
<th>iterations</th>
<th>av.time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCGLS</td>
<td>0.0351</td>
<td>26</td>
<td>0.37</td>
</tr>
<tr>
<td>FISTA</td>
<td>0.0311</td>
<td>58</td>
<td>0.61</td>
</tr>
<tr>
<td>MRNSD</td>
<td>0.0374</td>
<td>100</td>
<td>0.29</td>
</tr>
<tr>
<td>CGLS</td>
<td>0.0404</td>
<td>11</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 1: Performance of the different methods employed to restore the galaxy test image.
Figure 2: Relative errors versus the number of iterations for the different solvers employed to restore the galaxy test image.

enhances the quality reconstruction: indeed, the relative error of CGLS is much higher than the other methods. Note also that one iteration of each solver approximately has the same computational cost (which is dominated by two matrix-vector products, one with $A$ and one with $A^T$). Since FISTA with backtracking is considered, more sub-iterations might be necessary at each iteration. In this framework, MFCGLS is very efficient, since it requires much fewer iterations to reach reconstructions of the same quality. The so-called semi-conference phenomenon clearly happens for all the methods except for MRNSD.
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LIDARs are powerful imaging tools that illuminate a target object with a laser and then measure the reflected light. In the atmospheric application of LIDAR [1], the illuminated object is the atmospheric aerosol, that partially absorbs, partially transmits and partially reflects light, allowing to investigate its distribution up to several thousand meters. The (exact) measured signal $P(z)$ from height $z$ is given by

$$P(z) = C \frac{\beta(z)}{z^2} \exp \left( - \int_0^z \alpha(z') dz' \right)$$

(1)

where $C$ is a known constant, $\beta(z)$ is the backscattering coefficient and $\alpha(z)$ is the absorption coefficient. In Raman LIDAR, the backscattering coefficient is known, and only $\alpha(z)$ has to be recovered from noisy recordings of $P(z)$.

As the data are basically photon counts, it is natural to assume that noise is Poisson. In order to take this into account properly, one needs to solve the non–linear inverse problem described by (1); the simpler alternative (taking the logarithm of all known quantities and thus linearize the problem, such as in [2]) is not feasible, as the logarithm modifies the noise distribution.

We have devised three iterative algorithms for retrieving the absorption coefficient: two of them are Maximum Likelihood algorithms that need to be stopped early in order to achieve regularization; the third one contains an explicit $L^2$ regularization term that encourages smooth solutions. Two algorithms (one ML and one regularized) have been obtained as fixed–point algorithms from the Karush–Kuhn–Tucker conditions [3]; the other one is an Expectation–Maximization algorithm [4] with an approximated M–step as in [5]. In this talk we discuss the convergence properties of the algorithms and their relationship with current literature, and show applications to experimental LIDAR data.
References


Improved Inversion of two-dimensional NMR Relaxation data with the UPEN principle

Fabiana Zama
Dipartimento di Matematica, Università degli Studi di Bologna
Piazza di Porta San Donato, 5 40127, Bologna - Italia
fabiana.zama@unibo.it

Villiam Bortolotti
Dipartimento di Ingegneria Civile, Ambientale e dei Materiali, Università degli Studi di Bologna
Viale Risorgimento, 2 - 40136, Bologna - Italia
villiam.bortolotti@unibo.it

Robert Brown
Pomona CA 91767-2024 - USA
rjsbmeb@mailaps.org

Paola Fantazzini
Dipartimento di Fisica e Astronomia, Università degli Studi di Bologna
Viale Berti Pichat, 6/2 - 40127, Bologna - Italia
paola.fantazzini@unibo.it

Germana Landi
Dipartimento di Matematica, Università degli Studi di Bologna
Piazza di Porta San Donato, 5 40127, Bologna - Italia
germana.landi@unibo.it

Two-dimensional NMR relaxation data are commonly represented by a signal measured at different time sampling points \((t_1, t_2)\) and their inversion requires the solution of the first-kind Fredholm integral equation:

\[
S(t_1, t_2) = \int_0^\infty k_1(t_1, T_1)k_2(t_2, T_2)F(T_1, T_2) \, dT_1 \, dT_2 + e(t_1, t_2). \tag{1}
\]

where the kernel is represented by the product of the functions \(k_1(t_1, T_1) = 1-2 \exp(-t_1/T_1)\), and \(k_2(t_2, T_2) = \exp(-t_2/T_2)\). The function \(e(t_1, t_2)\) represents additive noise, commonly modeled by a Gaussian distribution. Finally the unknown \(F(T_1, T_2)\) is the distribution of longitudinal and transverse relaxation times.

Problem (1) is discretized by considering \(M_1 \times M_2\) samples of the times \(t_1, t_2\) and by organizing the discrete observations \(S \in \mathbb{R}^{M_1 \times M_2}\) in a vector \(s \in \mathbb{R}^M, M = M_1 \times M_2\). The unknown discrete distribution \(F \in \mathbb{R}^{N_x \times N_y}\) is obtained by sampling \(F\) at \(N_x \times N_y\) relaxation times \(T_1\) and \(T_2\) and it is organized in a vector \(f \in \mathbb{R}^N, N = N_x \times N_y\). Problem (1) is discretized as:

\[
Kf + e = s \tag{2}
\]

where the matrix \(K\) is the Kronecker product

\[
K = K_2 \otimes K_1 \tag{3}
\]
of the matrices $K_1 \in \mathbb{R}^{M_1 \times N_x}$ and $K_2 \in \mathbb{R}^{M_2 \times N_y}$ obtained by discretization of the functions $k_1$ and $k_2$ in $M_1 \times N_x$ and $M_2 \times N_y$ points respectively. The vector $e \in \mathbb{R}^M$ is the discretization of the noise function $e(t_1, t_2)$.

In this talk we present the Improved 2DUPEN algorithm (I2DUPEN) that extends the Uniform Penalty (UPEN) algorithm [1] to two-dimensional data. The ill-conditioning of the linear model (2) is well known and Tikhonov regularization is commonly applied to the inversion of NMR data. It is well known that the main difficulty of the Tikhonov method is the estimation of the regularization parameter. Furthermore a single regularization parameter does not allow one to reconstruct peaks and flat regions with the same accuracy. For this reason, we consider multiple parameter Tikhonov regularization and we use the UPEN principle [1] as a suitable criterion for choosing the regularization parameters. In this context, given an initial guess $f^{(0)}$, the local values of the regularization parameters and the corresponding approximate solution are obtained by means of the following iterative scheme [2].

Iterative scheme

Step 1 Compute $\lambda_{i}^{(k)}$ as follows

$$\lambda_{i}^{(k)} = \frac{\|Kf^{(k)} - s\|^2}{N \left( \beta_0 + \beta_p \max_{\mu \in I_i} (p_{\mu}^{(k)})^2 + \beta_c \max_{\mu \in I_i} (c_{\mu}^{(k)})^2 \right)}, \quad i = 1, \ldots, N \quad (4)$$

Step 2 Compute $f^{(k+1)}$ by solving

$$\min_f \|Kf - s\|^2_B + \sum_{i=1}^{N} \lambda_i^{(k)} (Lf)^2_i \quad (5)$$

Step 3 Set $k = k + 1$.

In our notation, $B \in \mathbb{R}^{M \times M}$ is a diagonal matrix of weights related to the statistics of the data, $L \in \mathbb{R}^{N \times N}$ is the discrete Laplacian operator, $c_\mu$ are the elements of $Lf$, $p_\mu$ are the reordered elements of $\|\nabla F\|$, the $I_i$ are the indices subsets related to the neighborhood of the pixel $i$ and the $\beta$’s are positive parameters. The parameter $\beta_0$ prevents division by zero and is a compliance floor, which should be small enough to prevent undersmoothing, and large enough to avoid oversmoothing. The optimum value of $\beta_0$, $\beta_c$ and $\beta_p$ can substantially change with the nature of the measured sample. Therefore, their general optimum value can be only evaluated on the basis of statistical evaluation. Moreover, the data can be compressed using Singular Value Decomposition of the kernel to reduce the computation cost.

We report the results obtained on real NMR data. A sample was prepared by filling a 10 mm external diameter glass NMR tube with 6 mm of egg yolk. The tube was sealed with Parafilm, and then at once measured. NMR measurements were performed at 25° by a homebuilt relaxometer based on a PC-NMR portable NMR console (Stelar, Mede, Italy) and a 0.47 T Joel electromagnet. The $T_1 - T_2$ maps obtained from the I2DUPEN inversion are shown in figure 1. Figure 2 shows, in log-scale, the regularization matrix $\Lambda$.

The results of our numerical experiments highlight the potential of the proposed method in reconstructing both peaks and flat regions with the same accuracy while automatically estimating the regularization parameters.
Figure 1: $T_1 - T_2$ maps (left) and 3D distributions (right), obtained by the I2DUPEN method.

Figure 2: Regularization matrix $\log(A)$ of the I2DUPEN method.
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Discontinuous dynamical systems (DDSs) are often used to model problems arising in mechanics, control theory, economics, electrical engineering, chemistry reactions etc. (see [1]). The discontinuity can occur in the solution of the DDS, such as in impact problems, or in the derivative, such as in switching systems or Filippov systems. One of the main issues of DDS is that the derivative is not defined on some given discontinuity surfaces (see [2,3]). This in turn raises questions such as whether the solution is unique on the discontinuity surfaces, how to regularize the discontinuous vector fields and how to build numerical schemes for discontinuous ODEs that retain a given accuracy. In
this minisymposium we will discuss the theoretical and numerical aspects of this class of dynamical systems such as their applications to PDEs.
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1 Smooth or piecewise smooth?

Piecewise smooth and slow-fast systems are frequently used as alternative mathematical representations of the same phenomenon. From an applied scientist’s perspective, having a choice between two languages can be useful, for instance to pick the most appropriate formalism for a given numerical analysis tool, as long as the differences in the results that can be expected are well understood. Unfortunately, the differences in the behaviour of a smooth and piecewise smooth system that were built to be ‘close’ are rarely well understood.

This problem was addressed many times in the literature, and a fruitful branch of research started from the work in [3] on the smoothing of a two-dimensional piecewise smooth system. What we propose here is a small extension of this branch, mostly built on classical results available in [1]. Our main results can be roughly stated as follows:

Statement 1. The dynamics of a piecewise smooth system is a superset of the dynamics of the smooth system it represents (i.e., of its smoothing).

Statement 2. The bifurcation diagram of a piecewise smooth system contains all transitions in the bifurcation diagram of its smoothing, but some of these transitions can take place simultaneously.

These two statements are formalised in Theorems 1 and 2 respectively. With respect to existing results, they have the advantage of requiring no assumptions on dimensionality, the relative geometry of flow and discontinuity surfaces, or on structural stability. Furthermore, they are written assuming one smooth discontinuity boundary for the sake of simplicity, but nothing in the proof prevents their extension to arbitrarily many (possibly intersecting) boundaries. The next section simply collects definitions and lemmas from [1], reported here for reference. Our original results are in Section 3.

2 Preliminary results

Lemma 1 (Lemma 1 page 60 in [1]). If two nonempty closed sets \( A \) and \( B \) do not have common points and \( B \) is bounded, then there exists points \( a \in A \) and \( b \in B \) such that
\[
\inf_{a \in A, b \in B} |a - b| = |a - b| > 0.
\]

Definition 1 (Upper semicontinuous). \( F(x) \) is upper semicontinuous at the point \( x \) if
\[
\sup_{x' \in F(x)} \inf_{x' \in F(x)} \| x' - \hat{x} \| \to 0 \text{ as } x' \to x.
\]
(here \( \| \cdot \| \) is the Euclidean norm.)
Definition 2 (Basic conditions). A set-valued function \( F(t, x) \) in a domain \( G \) satisfies the basic conditions if, for all \( (t, x) \in G \), the set of \( F(t, x) \) is nonempty, bounded, closed, convex, and the function \( F \) is upper semicontinuous in \( t, x \).

Lemma 2 (Theorem 2 page 78 in \[1\]). Let \( F(t, x) \) satisfy the basic conditions in a closed bounded domain \( D \). Then each solution of the inclusion \( \dot{x} \in F(t, x) \) lying within \( D \) can be continued on both sides up to the boundary of the domain.

Definition 3. A vector function \( y(t) \) is a \( \delta \)-solution of the inclusion \( \dot{x} \in F(x, t) \) with \( F \) upper semicontinuous in \( t, x \) if on a given interval the function \( y(t) \) is absolutely continuous and almost everywhere \( \dot{y}(t) \in [\text{co}F(t^\delta, y^\delta)]^\delta \).

Lemma 3 (Lemma 1 page 87 in \[1\]). Let \( F(t, x) \) satisfy the basic conditions in the open domain \( G \), and let \( \{x_i(t)\} \) be a sequence of \( \delta_i \)-solutions of

\[
\dot{x} \in F(t, x)
\]

lying for \( a_i \leq t \leq b_i \) in a closed and bounded domain \( G \), with

\[
d_i \to 0, \quad a_i \to a, \quad b_i \to b, \quad x_i(a_i) \to x_0, \quad x_i(b_i) \to x^*.
\]

Then, from the sequence \( \{x_i(t)\} \) one can extract a subsequence which converges uniformly to the solution \( x(t) \) of \([1]\) on each \([a', b'] \in [a, b]\), and \( x(a) = x_0, x(b) = x^* \).

Lemma 4 (Theorem 3 page 79 in \[1\]). Let the function \( F(t, x) \) satisfy the basic conditions in the domain \( G \). Let all solutions of \( \dot{x} \in F(t, x) \) exist for \( a \leq t \leq b \) and their graphs lie in \( G \). Then the set \( H \) of the points lying on these graphs at \( a \leq t \leq b \) is bounded and closed.

3 Main results

The following theorem proves that each orbit of the smoothing of a piecewise smooth system uniformly converges to an orbit of the piecewise smooth system.

Theorem 1. Consider the two systems \( \Sigma_1 \) and \( \Sigma_2 \) defined as follows

\[
\Sigma_1 : \quad \dot{x} = F_1(t, x) := f^+(x, y)\phi(h(y)/\epsilon) + f^-(x, y)(1 - \phi(h(y)/\epsilon))
\]

\[
\phi(\cdot) \in [\lambda_l, \lambda_u]
\]

\[
\phi(h(y)/\epsilon) = 1 \text{ when } h(y)/\epsilon \geq 1
\]

\[
\phi(h(y)/\epsilon) = -1 \text{ when } h(y)/\epsilon \leq -1,
\]

and

\[
\Sigma_2 : \quad \dot{x} \in F_2(t, x) := \begin{cases} f^+(x, y), & h(y) > 0 \\ f^-(x, y), & h(y) < 0, \\ \text{co}\{\lambda_h f^+(x, y), \lambda_l f^+(x, y), \\
(1 - \lambda_h) f^-(x, y), (1 - \lambda_l) f^-(x, y)\}, & h(y) = 0. \end{cases}
\]

\[\text{In fact, of a slight generalization of the smoothing in } [3] \text{ where the smoothing function } \phi \text{ is allowed to take values in an arbitrary interval } [\lambda_l, \lambda_u], \text{ as long as it goes to } \pm 1 \text{ out of an } \epsilon \text{-neighbourhood of the discontinuity.}\]
Solutions of $\Sigma_2$ are intended in the sense of Filippov. Assume that $\Sigma_2$ satisfies the basic conditions, and all its solutions exist for $a \leq t \leq b$ and have graph in an open domain $G$. Then, each orbit of $\Sigma_1$ uniformly converges to an orbit of $\Sigma_2$ in $G$ for $\epsilon \to 0$.

**Proof.** By Lemma 4 the set $H$ of points $(t, x)$, $a \leq t \leq b$, belonging to the graph of solutions of $\Sigma_2$ is closed and bounded. By Lemma 1

$$\inf_{a \in H, \beta \in \partial G} |\alpha - \beta| = \rho_0 > 0. \quad (2)$$

Take a closed and bounded $d$-neighbourhood $H^d$ of $H$, with $0 < 2d < \rho_0$, and take a sequence $x_i(t)$ of solutions of $\Sigma_1(\epsilon_i)$, $i = 1, 2, \ldots$, with $|t_{0i} - t_0| \leq \epsilon_i$, $|x_{0i} - x_0| \leq \epsilon_i$. We have by construction that

$$F_1 \subset [\text{co}F_2(t^\alpha, x^\alpha)]^\epsilon. \quad (3)$$

By (2) $H^d$ is contained in $G$, so by Lemma 2 each solutions $x_i(t)$ can be continued both sides up to the boundary of $H^d$, and since $H^d$ contains $H$, all $x_i(t)$ exist for all $t \in [a, b]$. Also observe that all solutions $x_i(t)$ are absolutely continuous, being integrals of $F_1$, therefore by (3) they are $\epsilon_i$-solutions of $\Sigma_2$. By Lemma 3 a subsequence of $\{x_i(t)\}$ converges uniformly to a solution of $\Sigma_2$. \hfill $\square$

**Definition 4** (from [2]). Two families of dynamical systems $\Sigma_{1,\epsilon}(p)$ and $\Sigma_{1,\epsilon'}(p')$ in the parameter $p$ are topologically equivalent if

- there exists a homeomorphism of the parameter space $h_{\epsilon,\epsilon'} : \mathbb{R} \to \mathbb{R}$, $p' = h_{\epsilon,\epsilon'}(p)$,

- there exists a parameter-dependent homeomorphism of the phase space $h_{\epsilon,\epsilon',p} : \mathbb{R}^n \to \mathbb{R}^n$ mapping orbits of $\Sigma_{1,\epsilon}(p)$ at parameter $p$ onto orbits of $\Sigma_{1,\epsilon'}(p')$ at parameter $p' = h_{\epsilon,\epsilon'}(p)$, preserving the direction of time.

The following theorem states that the one-parameter bifurcation diagram of $\Sigma_1$ limits to the one-parameter bifurcation diagram of $\Sigma_2$ through a surjective but noninjective mapping, i.e., all transitions in the bifurcation diagram of $\Sigma_1$ are present in the bifurcation diagram of $\Sigma_2$, but some may take place simultaneously. In the theorem we denote by $(\cdot, \cdot)$ an open interval.

**Theorem 2.** Consider systems $\Sigma_1$ and $\Sigma_2$ of Theorem 1, and let $p$ be a parameter of $f^+$ and $f^-$. Take two continuous functions $p_L(\epsilon) : [0, \epsilon_{\max}] \to \mathbb{R}$ and $p_H(\epsilon) : [0, \epsilon_{\max}] \to \mathbb{R}$, with $p_L(\epsilon) < p_H(\epsilon)$ for all $\epsilon \in [0, \epsilon_{\max}]$. Let the homeomorphism $h_{\epsilon,\epsilon'}$ of Definition 4 be surjective from $(p_L(\epsilon), p_H(\epsilon))$ to $(p_L(\epsilon'), p_H(\epsilon'))$ for all pairs $(\epsilon, \epsilon')$. Assume that

(a1) for all $\epsilon, \epsilon' \in (0, \epsilon_{\max}]$, the families of systems $\Sigma_{1,\epsilon}(p)$, $p \in (p_L(\epsilon), p_H(\epsilon))$ and $\Sigma_{1,\epsilon'}(p)$, $p \in (p_L(\epsilon'), p_H(\epsilon'))$ are topologically equivalent;

(a2) the homeomorphism $h_{\epsilon,\epsilon'}$ between the parameter spaces of $\Sigma_{1,\epsilon}$ and $\Sigma_{1,\epsilon'}$ is continuous in $|\epsilon - \epsilon'|$ and equal to the identity at $\epsilon = \epsilon'$;

(a3) the homeomorphism $h_{\epsilon,\epsilon'}$ between the parameter spaces of $\Sigma_{1,\epsilon}$ and $\Sigma_{1,\epsilon'}$ is Lipschitz in $p$ with Lipschitz constant independent of $\epsilon$.

Then for any $\epsilon \in (0, \epsilon_{\max}]$

- there exists a continuous but not necessarily invertible map $H_\epsilon : [p_L(\epsilon), p_H(\epsilon)] \to [p_L(0), p_H(0)]$, $p' = H_\epsilon(p)$, and
there exists a map $H_{\epsilon,p} : \mathbb{R}^n \rightarrow \mathbb{R}^n$, not necessarily invertible in $x$, mapping orbits of $\Sigma_{1,\epsilon}(p)$ at parameter $p$ onto orbits of $\Sigma_2(p')$ at parameter $p' = H_{\epsilon}(p)$.

Sketch of proof. Using Assumptions (a1) and (a2), for any $\Sigma_{1,\epsilon}^*(p)$ we can construct a path $p(\epsilon) : (0, \epsilon^*] \rightarrow \mathbb{R}$ such that all $\Sigma_{1,\epsilon}(p(\epsilon))$ are topologically equivalent systems. The map $H_{\epsilon}(p)$ is the limit of $h_{\epsilon,\epsilon'}$ as $\epsilon' \rightarrow 0$, and is continuous being a limit of a sequence of Lipschitz maps (a3). Then, by Theorem 1, each orbit of $\Sigma_{1,\epsilon}(p(\epsilon))$ uniformly converges to an orbit of $\Sigma_2(p(0))$ as $\epsilon \rightarrow 0$. The induced map is the map $H_{\epsilon,p}$.
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The talk is focused on the numerical solution of reaction diffusion problems

\[ \frac{\partial u}{\partial t} = \Delta u + f(u), \]

where the forcing term \( f(u) \) is assumed to be discontinuous. Such a discontinuity is arisen by the presence of time-dependent thresholds which may or may not be also state-dependent. We introduce a numerical scheme obtained by a spatial discretization via linear finite elements, combined with a time discretization through suitable Runge-Kutta methods.

Due to the discontinuous nature of the problem, the introduced scheme is event driven. The selection of a suitable forcing term when the trajectories reach the discontinuity manifold is discussed. In particular, when the trajectory intersects the discontinuity manifold, in isolated points as well as in case of sliding motion, the selected vector field is the classical Filippov vector field generated as convex combination of the source terms defined outside the discontinuity. The scheme is also enriched by projection steps on the discontinuity, ensuring the convergence of the overall numerical scheme with the prescribed order of convergence, without loss of accuracy. Cases where the dynamics exhibits both
sliding and crossing modes are discussed. A selection of numerical experiments supporting the effectiveness of the approach is also shown.
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In this talk we examine the behavior of the trajectories of a piecewise smooth system in the neighborhood of a co-dimension 2 discontinuity manifold $\Sigma$. It is well known that if $\Sigma$ is attractive (in the class of Filippov vector fields, and under commonly occurring conditions) one may anticipate sliding motion on $\Sigma$. However, this motion itself is not in general uniquely defined, and recent contributions in the literature have been trying to resolve this ambiguity either by justifying a particular selection of a Filippov vector field or by means of a suitable regularized problem. In this talk our concern is different: our ultimate goal is to detect properties that are satisfied by a sufficiently wide class of solutions of the discontinuous system regardless of the chosen sliding vector field. With this in mind, we will characterize stable sliding solutions of the discontinuous problem and relate them to the attractivity of $\Sigma$. With the aid of singular perturbation we will compare the behavior of stable solutions with the one of certain regularized solutions.
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The process that transforms sediments into rocks involves complex physical mechanisms [4], namely mechanical compaction of the sediment solid matrix and chemical reactions. Mechanical compaction takes place over the million years, as the sediments are buried progressively deeper and the increased overload of the newly deposited material crushes and rearranges the grains, expelling part of the inter-pore fluid, thus reducing porosity and permeability. The chemical reactions, which cause the mineral to dissolve and precipitate [3], influence compaction by affecting the solid matrix porosity. Indeed, the dissolving mineral may leave some void spaces, whereas the precipitating mineral may fill them. On the one hand, the variation of permeability resulting from the chemical reactions alters the pore pressure distribution linked to the flow of water through the rock and, as a consequence, the effective stress, thus counteracting or favoring mechanical compaction. On the other hand, the chemical reactions are influenced by the fluid flow itself, which transports the solute. The result is a nonlinear system of strongly coupled equations.

We present a numerical strategy to simulate the coupled problem of flow, compaction and reaction, focusing on the discontinuous nature of the differential equations that model the chemical reactions. In particular, we treat the discontinuous right hand side of the PDE for the solute by means of specially tailored event-driven numerical schemes à la [1]. These techniques, originally proposed and developed for the solution of ODEs, have the advantage of gaining accuracy and avoiding nonphysical solutions, such as negative concentrations and oscillations.

To this purpose, we introduce a splitting between the advection-diffusion part and the reaction term to take advantage of the event-driven methods proposed in [2], which allow...
to localize the discontinuity in the reactions up to a prescribed tolerance. Our aim is to show by numerical experiments on several test cases that the present technique is not only suitable for the given problem but provides a more robust scheme with respect to standard solutions based on the regularization of the right hand side.
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In this talk, we consider numerical methods for the location of events of ordinary differential equations
\[
\begin{cases}
x'(t) = f(x(t)), & t \geq 0, \\
x(0) = x_0,
\end{cases}
\]
(1)
based on particular changes \( t = \alpha(s) \) of the independent variable \( t \), called time-transformations. Such a time-transformation reduces the integration of (1) up to the unknown point \( t_f \) where the event
\[ h(x(t)) = 0 \]
occurs, to the integration of a transformed equation
\[
\begin{cases}
y'(s) \\
\alpha'(s)
\end{cases} = \frac{\kappa'(s)}{h'(y(s))f(y(s))} \begin{bmatrix} f(y(s)) \\ 1 \end{bmatrix}, & s \in [s_0, 0],
\]
(2)
where \( \kappa \) is a given function and \( s_0 = \kappa^{-1}(h(x_0)) \). The point \( t_f \) and the value \( x(t_f) \) are then recovered by
\[ t_f = \alpha(0) \quad \text{and} \quad x(t_f) = y(0). \]
Now, a standard numerical method is used for the integration of (1).

This approach was used in the context of delay differential equations in [1, 2], generalizes an approach presented in [3] and permits, amongst other things, to deal with situations where the solution lands on the surface \( h(x) = 0 \) in a tangential way.
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Many real life processes are modeled by differential systems in which the vector field is non smooth. Such systems appear for example in electrical circuits, mechanical systems with friction, vehicle control or biology (see for example [1]). Some of these systems present in their dynamics sliding motion that is modeled by Filippov solutions. The discontinuity points (also called switching points) are characterized usually by a smooth function $g : \Sigma = \{ y \in \mathbb{R}^n : g(y) = 0 \}$ that defines a manifold and the vector field of the differential equation has locally different definitions at each side of the manifold. For example, the differential system for points such that $g(y) > 0$ can be defined as $y' = f_1(y)$ whereas for points with $g(y) < 0$ it is $y' = f_2(y)$. Then, the solution advances with time on one side of the manifold obeying a vector field $f_1(y)$ until it reaches the switching manifold at a discontinuity point, and after that the solution continues on the other side of the manifold with $f_2(y)$ or else it stays onto the manifold in the case of a Filippov solution.

In order to integrate numerically these problems a precise location of the switching points is crucial. The computation of these switching points requires the solution of a nonlinear equation. However, recently L. Dieci and L. Lopez have proposed [3] a new technique that allows the computation of these switching points in an explicit way, by making a change of variables in the differential equations. The vector fields $f_1(y)$ or $f_2(y)$ can not be defined at the other side of the manifold and in this case, the design of special Runge-Kutta methods, called one-sided methods, for which it is guaranteed that in a step the internal stages remain all of them at the same side of the switching manifold, is required. L. Dieci and L. Lopez [2] have studied one sided Runge-Kutta methods and have given conditions to ensure that the internal stages lie on the same side of the switching manifold.

In this talk we propose the construction of Runge-Kutta methods for which it is guaranteed that all the internal stages are located at the same side of the switching manifold, for small enough step size, for any switching surface.
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The minisymposium will address some challenging applications of operations research methods in the field of energy, logistics and transportation.
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The operation of electricity Distribution Networks is going to change as a consequence of the large penetration of distributed generation, i.e. power plants (wind, photovoltaic, micro-CHP,...) directly connected to distribution networks. Distribution networks will host both dispatchable power plants (e.g. thermal), for which the production schedule is determined one day ahead by the plant’s owner on the basis of load and price forecast, and non-dispatchable power plants (wind, photovoltaic), for which in advance only production forecasts are available, on the basis of weather forecast (wind speed, solar irradiance). As power generated by non-dispatchable plants is partially unpredictable, imbalance between load and generation is very likely to occur.

A new operator, the Distribution System Operator (DSO), will be in charge of operating the distribution network, in order to compensate generation-load imbalances, while guaranteeing technical feasibility, i.e. constraints on currents in lines (security) and voltages at nodes (power quality). Internal (i.e. owned by DSO) regulation resources will be electricity storage devices and on-load tap changers. DSO’s external regulation resources (i.e. owned by third parties) will be exchanges of active and reactive power with the high voltage transmission network and dispatch of active and reactive power of generation plants. Costs associated to the use of internal regulation resources reflect device deterioration; costs associated to the use of external regulation resources have to be defined by the Regulator, so as to allow a technically efficient operation of the network.

In this paper we introduce a two-step procedure for determining DSO’s control actions for optimally operating a distribution network. The procedure can also be used as a simulation tool by the DSO to find efficient configurations of the network (e.g. determine effective...
positions of storage units) and to analyze the impact of alternative sets of regulation resources. Moreover, the procedure can be used as a simulation tool by the Regulator to analyze the impact of different costs associated to external regulation resources.
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The Unit Commitment Problem (UCP) computes an optimal schedule for thermal power plants to satisfy several system-wide constraints. The model is used here to simulate the ideal behaviour of large-scale Energy Systems [1], spanning one or more countries, over one year with hourly resolution. Simulations are used by domain experts to evaluate different scenario hypothesis and support long-term decisions. The model is formulated as a Large-Scale Mixed Integer Linear Problem (MILP) and includes different types of power plants and a transmission network. The exact solution of the model is know to be impractical. We propose two approaches: a fast matheuristic, which employs continuous relaxations and spatial decomposition, and an exact approach based on column generation techniques. In the latter approach numerical instabilities, primarily due to degeneracy and objective function flatness, are often encountered while solving the master problem. To stabilize the algorithm we devise an ad-hoc dual LP optimization scheme based on Lagrangean Decomposition. Experimental results on real-world data show that accurate results can be obtained by our framework in affordable time.
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Villa Paradiso is a wellness center on Garda Lake in Italy. A major task the hotel staff has to accomplish every day is scheduling the wellness activities for the next day. This task is time-consuming since it takes from three to five person-hours a day. In order to reduce this time (and possibly improve the quality of the resulting timetable), the hotel management would offer its staff an automatic support to solve the scheduling problem. The problem involves some entities: Villa Paradiso hosts from 20 to 50 guests, say customers, who can choose among 50 available wellness activities, say services, provided by approximately 20 employees. Every day each customer applies for his/her own set of services for the next day. Each service is provided by an employee. Services are partitioned into categories. Each employee is qualified to provide only the services falling into a specific category. An employee for each category is usually entrusted with providing a customer with all the services s/he is qualified for. A service is usually provided separately by an employee to a (single) customer. However, some services can simultaneously be provided to several customers. A default time length is assigned to each service. However, every time a customer applies for a service, s/he is allowed to ask for a non standard length. A hard time window is associated with each service. Any service, in order to be provided, may need one or more non-human resources, the amount of which is limited. Furthermore, each customer may express some preferences about his/her daily schedule, related, for example, to the ordering of the services or their specific allotted time intervals. There are about 10 different types of preferences that a customer can express. Additionally, the management of Villa Paradiso has issued a collection of guidelines that aims at improving the quality of the customers’ daily schedules. The construction of the daily schedule has to push several aims. Maximizing the number of allocated services and satisfied customer preferences is the main goal of the scheduling task. The same applies to the guidelines specified by the wellness center, although their priority is lower than the ones of the customer preferences. Villa Paradiso is also interested in minimizing the idle time of both employees and customers.

Differently from what is usually done in the literature, we tackle this problem by adopting a mathematical programming approach. We have built a model to represent the core
problem and a set of constraints has been added for each type of preference (customers wishes or guidelines). In order to comply with the multi-objective nature of the problem, a 5 phases solving approach has been proposed. The model is used throughout every phase of the algorithm. A different objective function is considered at each stage, forcing the best solution values found in the previous stages as constraints for the following ones. This approach suits our needs the best, since the objectives are hierarchically ordered. In the first three phases, we aim at identifying the maximum number of jointly satisfiable soft constraints (preferences and guidelines). In fact, the problem instance obtained by including all the constraints may not be feasible and the algorithm has to decide which constraints to drop or to relax. The goal of the last two phases is to improve the overall quality of the solution, by reducing the customers’ and employees’ idle time. We show that, in all tested instances, the solution provided by our approach outperforms the one found by the center staff, in terms of satisfied customer preferences, satisfied guidelines and amount of idle time.
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In this work, we present a few challenges we faced in applying academic results on vehicle routing problems to practice. We focus on routing problems in the fuel distribution industry, where new orders for different type of heating oil products are continually arriving and the delivery of orders are planned using a fleet of heterogeneous vehicles placed at different depots. We discuss how optimization algorithms are embedded in a software application in order to: (1) assist the dispatcher to plan the fleet routes while respecting all operational constraints, and (2) support the commercial agents to place new orders in order to facilitate the route planning phase.

Our approach to solve the routing problem has three different stages. In the first stage, we apply a construction heuristic inspired by the insertion heuristic introduced by Solomon [1]. Every day, a given number of different vehicles can be used; once the vehicles available for a given day are completely filled, the algorithms “opens” a new day and continues to construct tours: in practice, the number of vehicles is unlimited. However, differently from the Solomon’s algorithm, we have for each order a double time window: the first time window specifies the range of days in which the order can be delivered, and the second time window limits the hours of the day in which the order must be delivered. The “day” time window can be violated, that is, the order can be delivered after its due date, but this comes with a penalty cost which must be minimized. In the insertion heuristic, we must consider that every driver, and hence every tour, has to include a lunch break of exactly one hour, which can start only between 12:00 and 12:15, and can occur only at specific locations. Each vehicle performs several trips during a working day, and, while it starts and finish the day at the same parking depot, during the day can be refilled at different depots. In the second stage of the routing algorithm, the application runs a simulated annealing heuristic starting from the solution obtained by the construction heuristic. The core of the simulated annealing is composed by different local search operators, which are extended versions of the traditional operators reviewed in [2]. In this second stage, the algorithm tries first to minimize the number of orders that are delivered after theirs due date, and, as secondary objective, it tries to minimize the total tours length. In the last third stage, we apply a post processing algorithm that for each single tour runs an exact branch-and-bound algorithm to solve a Travelling Salesman Problem with Time Window [3] defined only over the orders assigned to that vehicle.

Once the route planner has completed the three stages and it has found a solution, using our desktop application, the user can modify the solution by dragging-and-dropping
orders from one tour to the other, by adding to tours new orders that are arrived in the meantime, or by building tours that violate one or more constraints. The user can block any tour he has modified, and he can run our route planner again and again, eventually running only the second and third stage of our route planner.

The solution we have developed is used every day by our customer, and it has been used to route up to 1500 orders in less than a minute.
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The growth in the volume of freight traffic, as well as environmental and traffic congestion reasons, has led in recent years to a switch of distribution strategy from the direct shipping to systems where freight is delivered to the customers through intermediate depots, so called Urban Satellite Platforms (USPs). In the USPs, the parcels, that previously traveled on trucks, are disaggregated and reassigned to lighter and environmentally sustainable vehicles (e.g. electric vans and cargo-bike) for urban center deliveries.

In this context we addressed inside the project OPTILOG (OPTImal and sustainable LOGistics in urban areas), financed by Lombardia Region (Italy), a particular optimization problem arising in last-mile logistics. A set of long-haul carriers (LHC) and a set of last-mile carriers (LMC) are given. At an early accreditation stage, each LHC company must declare the set of LMC companies to which wants to consign its freight. In addition, some LHC companies may allow their products to travel in light vehicles along with those of the other LHCs, while others may require an exclusive transport service (mixing conditions).

Each LHCs’ parcel is characterized by a destination address, a volume, a weight and a delivery time window (TW). Some deliveries can be optional in order to model parcels that must be delivered within a long period (e.g. a week): in this way, we avoid to directly handle a multi-period delivery problem, by making the shipment optional until its final delivery day is reached.

In each USP a fleet of heterogeneous vehicles belonging to different LMC companies, are present. Each vehicle is characterized by typology and capacity. Moreover each LMC has a favorite delivery zone, on the basis of the territory knowledge made with previous deliveries.

The problem that we want to solve is to decide how to assign the parcels to the USPs, and within each USP how to route and schedule each LMC taking into account the following constraints:
1. each LMC route must start and end in the belonging USP;
2. each LMC can ship only the parcels assigned to his USP;
3. vehicle capacity must not be exceeded;
4. delivery TWs must be respected;
5. route durations must not to exceed the duty time;
6. requirements of LHCs must be respected (i.e. LMC companies choice and mixing conditions).

Multiple objectives need to be optimized at the same time: minimize the LMCs employed, maximize the total number of optional shipments satisfied, minimize the total length of the vehicle routes, balance them as much as possible and maximize the preferences of LMCs. We obtain this, through the optimization of a single objective given by the weighted sum of the utility functions associated with each criterion.

Although our problem owns some similarities with the two-echelon vehicle routing problem (2E-VRP) [1], [2], it differs from it since we are not interested to determine the routes of the LHCs but only to assign their parcels to the USPs. Moreover, features as delivery TW, optional deliveries, heterogeneous fleet, LHCs’ requirements and LMCs’ preferences are not usually considered in the 2E-VRP. The latter feature can instead be modeled as incompatible loading constraint [3].

For this problem we present a Mixed Integer Linear Programming (MILP) formulation. Moreover, we also develop a heuristic approach in order to face real world alike instances derived from the Milan road network.
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The quality of a local public transport depends on the perceived efficiency and reliability of the service. However, events or delays innate in the system, especially in a urban setting, may generate disruptions that negatively influence this perception and complicate the daily management. Additionally, disruptions usually increase the operating cost, for instance, involving extra allowances for bus drivers, or penalties to be payed to the municipality that commended the service.

The daily operations of transit companies are often monitored by an operation central office taking advantage of Automated Vehicle Monitoring (AVM) systems and mobile telecommunication devices. By means of AVM a huge amount of data is available but, in most of the cases, these data are used in a very limited extent. In the case of ATM of Milan, each operator visually controls the operations of one or more lines on a screen reporting in real time the vehicle positions on a map. The operators can detect from the screen delays or anomalies that may generate disruptions or they collect information from drivers about troubles on the line such as vehicle breakdowns, accidents or medical and safety emergencies. In the presence of a disruption, the operator assists remotely the drivers directly involved in the disruption, decides the actions to be taken coordinating, in case, also the behavior of the other drivers on the same line or other lines sharing a portion of the network with the disrupted one. In addition, the operator must inform passengers, both onboard and waiting at the stops, of the new solution adopted to tackle the disruption. The basic actions that an operator in the central office can evaluate are, for instance, to perform vehicle short-turns, to delay a vehicle, or to cancel one or more trips. The operator may also decide to use spare resources (drivers or vehicles). However, this is not an option for the ordinary disruption management since, usually, these resources are extremely scarce and are left for tackling exceptional cases only. Even though operators are very expert in recovering disruptions or preventing them, they usually have not the intuition on the effect of their interventions on the resource management, both vehicle and crew scheduling. This is because they are not enabled to have a full understanding of the effect of their actions on the vehicle and crew scheduling, and also because the task of adjusting manually the planned scheduling goes beyond their duty. Thus the effect of recovering a disruption in the morning may have an even worse disruptive effect later on when drivers duties come to an end.
These issues call for a thorough analysis of the problem and the study of optimization methods to be included into a decision support system to assist operators in taking decisions.

Disruption management in transportation is not a new subject. Methods to cope with disruptions have been introduced initially in the airline industry (see for example [4]) and then extended to railways ([3]). The complexity of the constraints emerging in railways, mainly due to the shared infrastructure, often suggested hybrid approaches conjugating optimization techniques with simulation ([2]). Only recently this problem has been tackled in local public transport. In this context, peculiar features motivate an ad hoc study of disruption management methods that can take advantage of transit additional flexibility such as trip cancellations, short-turns that add significant degrees of freedom and open for different types of approaches (see for example [1]).

In this work we present a tool that, exploiting the real time data, can assist the operators to face different types of small delays and disturbances with the ultimate objective of increasing the quality of service, or at least to limit the perception of inconvenience on passengers, using the available resources, and proposes a real time adjustment of vehicle and crew scheduling. We investigate the way ATM assesses the quality of the service and we propose improved methods for the evaluation of the regularity of the service. Then, we introduce the Disruption-delay management framework based on a discrete event simulator and on a tabu-search algorithm for the real-time re-scheduling of the vehicles. After that, we present the column generation method used to tackle the consequent crew scheduling re-optimization. Finally, we report the results obtained by our procedure in real-world scenarios arising in the urban management of surface lines of ATM.
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The search for hydrocarbons in petroleum exploration is a complex activity that makes use of a range of mathematical tools in order to improve the probability of finding new reserves. These techniques ranges from the building of a numerical model of present day geology of the earth, in the area of interest, to that of modelling the most critical geological processes that have originated the present day geomodel.
In this minisymposium we aim at collecting contribution of different researches working on different mathematical and numerical methods used in petroleum engineering.
In particular the following problems will be considered:

- seismic processing techniques;
- basin evolution;
• plate tectonics;
• post glacial rebound;
• thermal effects;
• advanced spatial estimation/simulation techniques.

From the mathematical point of view the methods used in the above mentioned applications range from the inversion methods, mesh adaptation and geometry processing, numerical methods for visco-elasto-plastic materials, high performance computing for large scale simulations, phase transition problems and geostatistical methods.
On the estimation of the apparent oscillation frequency of a time series.
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The estimation of the apparent or “instantaneous” oscillation frequency in a time series is an interesting problem that has many applications in science and engineering. Noise and non-stationarity issues make however the problem difficult to solve. A method often used in many applications is based upon modeling the time series as a complex signal (see [9]), i.e. by setting

\[ y(t) = x(t) + ih(t) = A(t)e^{-i\phi(t)} |_{t=0,...,T} \]  (1)

\[ \phi(t) = \text{atan} \left[ \frac{T}{R} \right] \]  (2)

\[ f(t) = \frac{1}{2\pi} \frac{\partial \phi(t)}{\partial t} \]  (3)

where \( A(t) \) represents the local signal amplitude, \( \phi(t) \) its phase, \( h(t) = H[x(t)] \) is the Hilbert transform of \( x(t) \) and \( f(t) \) is the local (or “instantaneous”) signal frequency. While the method seems obvious, its practical implementation is affected by several problems. Hilbert transform is usually computed by Fourier-transforming the sequence, nulling out spectrum for \( f < 0 \), and back transforming the data. This implicitly assumes that the signal is periodic, and an often overlooked point is the fact that the discrete Hilbert transform is approximate, and the error depends from some features of the signal itself (see [7]). Further problems arise from the calculation of the \( I/R \) ratio and from numerical differentiation: these operations have the unwanted consequence of amplifying the noise intrinsic to the time series, so that the whole method becomes near useless for signals with a poor signal/noise ratio. Fomel suggested a method based upon Tikhonov regularization for stabilizing the estimation of frequency. Combining equations (1)-(3) one gets

\[ f(t) = \frac{1}{2\pi} \frac{\partial \phi(t)}{\partial t} = \frac{1}{2\pi} \frac{xh - h x}{x^2 + x^2 h^2} = \frac{F(t)}{G(t)} \]  (4)

This can be discretized as \( W = G^{-1}F \), where the signal is discretized at time instants \( n = \{0, \Delta t, 2\Delta t, ...,(N-1)\Delta t\} \) with \( \Delta t \) being the sampling interval, \( G \) is a \( N \times N \) diagonal matrix whose nonzero elements are equal to \( A^2(n) \), and \( F \) is the \( N \times 1 \) vector containing the samples of \( f(t) \) to be determined. Tikhonov regularization requires the minimization of \( GW - F \), whose solution is given by

\[ W = (G^T G + \varepsilon^2 R^T R)^{-1} F \]  (5)
where $R$ being the regularization operator. Fomel observed that in the general case of data smoothing \( G = I \) and $R$ is an appropriate smoothing operator. Defining \( S = (I + \varepsilon^2 R^T R) \) the solution to (5) can be rewritten as:

\[
W = \left[ \varepsilon^2 I + S(G - \varepsilon^2 I) \right]^{-1} SF. \tag{6}
\]

Fomel used a triangular smoothing operator (see [1]) for the conditioner $S$, i.e

\[
S_{ij} = \begin{cases} 
\frac{M - |i - j|}{M} & M < \frac{N}{2}; |i - j| \leq M \\
0 & \text{elsewhere}
\end{cases}
\tag{7}
\]

so matrix $S$ is a banded matrix of bandwidth $M$ (in this context the bandwidth is the number of nonzero elements in a row of $S$ counting from the diagonal). However as shown by Fomel the use of a triangular smoothing operator for conditioning the frequency estimation results in a loss of time resolution, making the whole method unsuitable for most practical purposes. In a further paper (6) the method was used for conditioning the frequency estimation obtained with a time-frequency analysis: the results were quite satisfactory in terms of time and frequency resolution, but with a high computational cost. The method described in equations (1)-(6) is however appealing due to its simplicity: it was then analyzed to see if it could be modified by enhancing its time resolution, without sacrificing its noise immunity. By inspecting equation (5) it can be seen that operator $S$ acts as a convolutional filter (see [8]) applied separately to the numerator and denominator of eq. (5). In practice, the purpose of $S$ is to filter out the unwanted noise: the best estimate for the frequency is then obtained in the least square sense from the filtered $F(t)/G(t)$ ratio. There are two factors affecting time resolution of the algorithm. The first factor controlling resolution is the bandwidth $M$ of matrix $S$: its rows act on the signal by mixing and averaging $F(t)$ and $G(t)$ before the least square estimation, so the smaller the value of $M$ the higher the resolution. The second factor controlling the resolution is the frequency bandwidth of the operator used to construct the rows of matrix $S$ (in this context “bandwidth” refers to the frequency spanned by the Fourier spectrum of $x(t)$). The triangular window operator (see (7)) adopted by Fomel is not the best filter to choose: it has strong secondary lobes, and its spectrum decays as $1/x$, so for best results a large $M$ is needed for an efficient noise rejection. The solution is clearly to replace equation (7) with a better filtering operator with reduced side lobes, i.e. a FIR low pass filter whose cutoff frequency is appropriately tailored to the signal bandwidth. Given filter specifications (namely frequency cutoff and decay, and the filter order $M$) the impulse response $h(n) (n = -M/2, \ldots, M/2)$ of a FIR filter is calculated, and then $h(n)$ is used in place of eq. (7) for filling the rows of matrix $S$. It was found that the cutoff frequency of the filter is not very critical, and usually it is set close to the guessed oscillation frequency of the time series. It is interesting to observe that while operator $S$ in eq. (6) is represented as a linear operator, also a nonlinear operator could be used for filtering out the noise from the time series $F(t)$ and $G(t)$, like for example the median filter (see [3]) or a shrinkage operator (see [2]).

Figures 1-5 demonstrate the concepts described above: in particular Figure 1 compares the spectral response of eq. (7) against that of a FIR filter with the same $M$. The advantage
of using a tailored FIR filter is evident. It can also be observed the fact that replacing eq. (7) with a low pass filter, besides increasing time resolution, results also in a better noise rejection. By increasing $M$, the performances of the triangular filter smoother and of the FIR filter, tend to converge to a common value, so the method proposed here is advantageous for small values of $M$.

We finally point out that equations (1)-(3) are not the only way to estimate the apparent frequency. These equations actually describe an unknown oscillating process as an harmonic oscillator (see [11]). From the theory of harmonic oscillations (see [5]) it can be shown that the frequency of oscillation is given by:

$$f = \frac{1}{2\pi} \sqrt{-\frac{\ddot{x}(t)}{x(t)}}.$$  \hspace{1cm} (8)

So by setting $F(t) = \frac{\partial^2 x}{\partial t^2}$, $G(t) = x(t)$, equation (6) can be used for estimating the apparent frequency from equation (8). The interesting point is that eq. (8) represents a “hilbertless” estimator of frequency, so the equation could be used for estimating the frequency of highly nonstationary signals. An example of the results obtained combining eq. (6) and (8) is shown in figures 2-5 together with the results obtained with the Hilbert-based frequency estimator. Some improvements are still needed, in order to take full advantage of Tikhonov regularization method applied to equation (8), but the preliminary results obtained appear to be encouraging.

Conclusions  An estimation of apparent oscillating frequency from a time series is difficult to obtain when noise or non-stationarity are present. Tikhonov regularization can help to improve the estimation, if a suitable data regularization operator is found. Linear low pass filters tailored to the signal bandwidth or nonlinear denoising operators can be used as regularization operators, improving the estimation of the frequency without significantly degrading the time resolution. The regularization method can be applied to either Hilbert- or Hilbertless- frequency estimators.

Acknowledgments  The author thanks ENI management for the permission of publishing this paper. A special thank goes also to Luca Mapelli and Gabriele Gambacorta, who proposed to the author the geophysical challenges that led to the development of this algorithm.
Figure 2: Estimation properties of the three algorithms with no noise (left) and 2% noise (right)

Figure 3: Estimation properties of the three algorithms with 10% noise (left) and 1% noise (right)

References

Extreme-Scale Earth’s Mantle Flow Simulation on IBM BlueGene/Q

Cristiano Malossi
Foundations of Cognitive Solutions
IBM Research – Zurich, Switzerland
acm@zurich.ibm.com

Costas Bekas
bek@zurich.ibm.com

Yves Ineichen
yin@zurich.ibm.com

Peter Staar
taa@zurich.ibm.com

Alessandro Curioni
cur@zurich.ibm.com

Earth is a dynamic system in which mantle convection drives plate tectonics and continental drift and, in turn, controls much activity ranging from the occurrence of earthquakes and volcanoes to mountain building and long-term sea level change. Despite its central role in solid earth dynamics, we have enormous first-order gaps in our knowledge of mantle convection, with questions that are as basic as what are the principal driving and resisting forces on plate tectonics to what is the energy balance of the planet as a whole. Addressing these questions requires global models of earth’s mantle convection and associated plate tectonics, with realistic parameters and high resolutions down to faulted plate boundaries. Historically, modeling at this scale has been out of the question due to the enormous computational complexity associated with numerical solution of the underlying mantle flow equations. However, with the advent of multi-petaflops supercomputers as well as significant advances in seismic tomography and space geodesy placing key observational constraints on mantle convection, we now have the opportunity to address these fundamental questions. Successful solution of realistic mantle flow problems must overcome a number of computational challenges due to the severe nonlinearity, heterogeneity, and anisotropy of earth’s rheology. Nonlinear behavior at narrow plate boundary regions influences the motion of whole plates at continental scales, resulting in a wide range of spatial scales, thus adaptive methods are essential. Six orders of magnitude viscosity contrast is characteristic of the shear zones at plate boundaries, yielding sharp viscosity gradients and leading to severe ill-conditioning. Furthermore, the viscosity’s dependence on a power of the second invariant of the strain rate tensor and plastic yielding phenomena lead to severely nonlinear behavior. Overcoming major obstacles in modeling and simulating such an extremely complex physical problem has been one of the main driving research activities of Prof. Omar Ghattas team over the last 10 years [1, 2, 3, 5]. In this work, we present the result of a two-years collaboration between his team and IBM.
Research – Zurich, where the original methodology has tuned and re-engineered in a code able to make optimal use of the massively parallel characteristics of the IBM BlueGene/Q Sequoia system. The results of this work demonstrate that—contrary to conventional wisdom—algorithmically optimal implicit solvers can be designed that scale out to 1.5 million cores for severely nonlinear, ill-conditioned, heterogeneous, and anisotropic PDEs. This work has been originally presented at SC’15 and awarded with the ACM Gordon Bell prize.
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From the mechanical point of view the interior of the Earth can be considered as composed of four main layers: the inner and outer core, the mantle and the lithosphere. The lithosphere can be assumed to be elastic and the solid mantle beneath behaves as a viscous fluid. The long term equilibrium pressure at a given depth in the Earth is due to the weight of the material above this depth. Deviations from this equilibrium state lead to material transport from regions of higher pressure towards lower pressure. If left undisturbed over time the mantle and the lithosphere reach an equilibrium, in which the depth of the base of the lithosphere will mainly depend on the thickness of the lithosphere. This phenomenon is due to the Archimedes principle stating that the mass of the volume of a fluid displaced by a floating object is equal to the mass of the object. In the Earth we refer to this as isostacy or isostatic equilibrium. The growth of ice sheets during a glacial period concentrates mass on the Earth’s surface to glaciated areas; this fact increases the pressure in the layers below, resulting in a sinking of the lithosphere and in a transport of mantle material away from the region. At the end of the glacial period, when the ice sheets melt away, the pressure on the lithosphere is reduced and the material will flow back causing the surface to uplift. Compared to the water the mantle viscosity is $10^{22}$ to $10^{25}$ times higher, therefore the uplifting will be slow down and continue long time after the ice has gone. The entire process of subsidence during the glacial growth, followed by uplift during and after deglaciation, is referred as glacial isostatic adjustment and with the expression post-glacial adjustment we refer to the uplift phase. The influence of the glacial isostatic movements on the hydrocarbon bearing rocks has been investigated [3, 4, 5]. Even if among the petroleum geologists the effect has been almost neglected, Fjeldskaar shown that the this effect can be severe in flat and large structures [5]. By means of coupling the stratigraphic data from the Quaternary and latest Tertiary periods and realistic ice models the author has been able to show that as much as 30 % of the total hydrocarbon volume can be lost during the maximum glacial isostatic downwarping. Moreover the thermal consequences of taking glaciation
into account can be significant as well; knowing which type of glacier is present at which
time is crucial in order to have a good estimate of subsurface temperatures in glaciated
areas [4]. PoGlRaR is a C++ code for the simulation of the Post Glacial Rebound at
global scale; this code is mainly based on the deal.II Finite Element Library [1]. It is a
finite element parallel code for forward modelling of the viscoelastic response of a three
dimensional elastically compressible Earth to an arbitrary surface load. The code is able
to perform global simulation of the rebound process, with a more refined results on a
selected geographical region. In order to perform such simulation in a reasonable time
and with a good level of details the code has been designed to exploit all the levels of
parallelism: both shared and distributed systems. The model implemented in PoGlRaR
consists of two parts: an Earth model and an ice reconstruction, where the latter is
imposed as a boundary condition on the former. Different methods to set up the Earth
model exist, while the ice reconstruction is usually based on observed data or taken from
thermo-mechanical modeling. In the timescale of the post-glacial adjustment process
the deformations of the Earth are viscoelastic. This means that when loaded the mantle
initially responds like an elastic medium, then it flows like a viscous fluid over long
timescales, but complications arise due to the presence of initial stress in the interior of
the planet. The initial stress $\mathbf{t}(0)$ is assumed to be solution of a static equilibrium state
and the Earth is assumed to be a fluid. Since the fluid at rest cannot maintain deviatoric
stresses, the initial state must be an hydrostatic equilibrium state. Then the stress tensor
is defined as $\mathbf{t}(0) = -p(0)\mathbf{I}$, where the pressure $p(0)$ is the solution of the static problem:

$$\begin{align*}
-\text{grad} p(0) + \rho(0)\mathbf{g}(0) &= 0, \\
\mathbf{g}(0) &= \text{grad} \phi(0), \\
-\Delta \phi(0) &= 4\pi G \rho(0),
\end{align*}$$

where $\rho$ denotes the density and $\phi$ the gravitational potential. The incremental stress
$\mathbf{t}^{(\delta)}$ is assumed to be solution of the Maxwell viscoelastic problem (or linear viscoelastic
Figure 2: The displacement magnitude in meter obtained using the mesh without refinement. The images represent the North and South poles respectively.

problem), it is defined by the following state equations

\[
\begin{align*}
\tau^{(s)} &= 2\mu \text{dev} (\text{sym grad } \mathbf{u}) + pI - q, \\
\dot{q} + \frac{1}{\tau} q &= 2\mu \text{dev} (\text{sym grad } \mathbf{u}), \\
\text{div } \mathbf{u} &= \frac{1}{K} p,
\end{align*}
\]

where \( \mathbf{u} \) denotes the displacement field. These equations are coupled with the equations of dynamics and for glacial isostatic adjustment problem are given by

\[
\begin{align*}
\text{div } \tau^{(s)} + \text{grad} (\text{grad } \rho^{(0)} \cdot \mathbf{u}) - g^{(0)} \text{div} (\rho^{(0)} \mathbf{u}) + \rho^{(0)} g^{(s)} &= 0, \\
g^{(s)} &= \text{grad } \phi^{(s)}, \\
-\Delta \phi^{(s)} &= -4\pi G \text{div} (\rho^{(0)} \mathbf{u}).
\end{align*}
\]

The domain is assumed to be a layered WGS84 ellipsoid: the thickness and the material properties of each layer are taken from the PREM model \[2\]: a one dimensional averaged model representing the elastic properties inferred from the seismic data as a function of planetary radius. Richar Peltier is one of the most prolific author in the context of ice reconstruction; he proposed different models for reconstructing the climates \[6, 7, 8\] and the distribution of land ice that existed on the continents. The model included in the code is the ICE-5G model \[8\] developed by Peltier, a global model for the last glaciation based on the inversion of the relative sea level history and the global measurement of the time dependence of the gravity field of the planet obtained by the GRACE satellite system. Such data provide a high quality constraint on the dynamic of glacial isostatic adjustment. The code is still under development and the new features we are going to implement comprise:

- the inclusion of the thermal effects, until now only a basic implementation is present, we are evaluating different models and the proper data for obtaining significant results;
• a more detailed model for the Earth, up to now each layer has a constant thickness, in particular the most shallow layers can vary up to an order of magnitude, we are working to include a the depth of the Moho and the topography of the Earth.

References


1 Introduction

One of the main challenges of Geostatistics in reservoir characterization is to populate a portion of 3-D earth model with its rock physical properties. This operation must be carried out while still honoring the information available along well logs: in our jargon, we say that it must be conditional. No restriction should be required on this conditioning information, either in number or in its geometry (vertical, deviated or even horizontal wells are allowed). As Geostatistics is taking full advantage of any spatial correlation between variables, it is an essential condition for the data to be transformed into the depositional framework where the horizontal correlation makes sense. This geometrical transformation should be performed beforehand on the well conditioning information. Then we should simply populate a regular working grid of petrophysical parameters which should be brought back to the stratigraphic position ultimately.

The standard geostatistical operations consist in propagating information only known at few conditioning samples onto a large amount of grid nodes or cells, by linearly combining these data. Hence these techniques are limited to variables where linear combinations make sense (additive variables). This is the case for most variables. However let us mention the case of the quantities with a non-linear behavior which must be addressed using specific techniques.

2 Interpolation

The well-known geostatistical technique called kriging is a method which performs the interpolation of a given variable, conditioned by some data measured at scattered locations. It produces, in any point in the space (and in particular at the nodes of the regular grid) the most probable interpolated value, constrained by the information. Its prerequisite is narrowed down to the only knowledge of the geostatistical model. We first calculate the experimental variogram from the data values which measures its variability as a function of the distance (and orientation). Then this quantity is fitted by a mathematical sound function which describes the spatial continuity and anisotropy of the variable of interest (Figure 1).

Given the variogram model, the kriging procedure interpolates the variable at any target location as a linear combination of the closest data measurements. The set of weights are optimal as they minimize the estimation error which can be expressed using the variogram function. The map of the standard deviation of this estimation error is a by-product of the kriging technique. This technique has been gradually improved in order to account
for various properties of the variable, such as the presence of measurement errors, the evidence of a drift in a given direction or any other particularity. Moreover it has been enhanced in order to deal simultaneously with several correlated variables, introducing the cokriging technique, where the model involves not only the variograms of each variable but also the cross-variogram of variables considered two by two.

A direct extension of this multivariate technique is the estimation of a main variable informed on few measurements along wells, guided by the knowledge of an auxiliary variable densely sampled (provided by seismic for example). Depending on the nature of the link between the two variables, specific methods have been developed going from the external drift algorithm (for a weak dependency where the auxiliary variable only provides the global shape) to the collocated cokriging (when the link is established in the model).

Finally note that the kriging technique can also cope with the change of support as we often want to estimate the average value of a parameter (say porosity) within a cell whose dimension is by far different from the dimensions of the cores where information is provided. This estimation technique carries a smoothing property inherent to its optimization procedure, although still controlled by the model. This interesting smoothing property is a major drawback when looking for some non-linear characteristics such as the probability that the variable exceeds a threshold.

3 Simulations

Rather than a smoothed estimation, one may be interested instead by geostatistical simulations which reproduce the variability of the variable of interest, as described by the variogram model. This technique produces several plausible scenarios (or outcomes), each one of them being compatible with the data information, hence the name of conditional simulations (Figure 2). Moreover this technique enables to handle the non-linearity behavior of the petrophysical parameters [2]. The basic simulation methodology consists in generating a Gaussian random function (GRF) that honors the variogram model. But a Gaussian simulation fails in reproducing the case where a property experiences abrupt changes in values at short distances, as we move from one lithotype to another in heterogeneous reservoirs. For that reason, the principle consists in simulating lithotype variable first (non numerical but categorical) and then to simulate the petrophysical
Figure 2: Comparing estimation by kriging (left) with two simulations (right)

characteristics per lithotype (using Gaussian simulation for example). Principal categorical simulation models rely on the truncation of one (TGS) or several (PGS) underlying GRFs; they produce outcomes conditioned by lithotypes measured at wells, honoring their vicinity relationships described in the lithotype rule and following the spatial distribution of their proportions [1][3]. Although PGS can generate complex layouts which cope with most of the sedimentary deposits, the outcomes always present a symmetrical pattern. Specific options have been designed to overcome this symmetry limitation and introduce an orientation in the facies organization [4]. At a smaller scale, the lithotype organization may necessitate to account for characteristics of high frequency transitions (resistivity or rock hardness): the Substitution model has been applied [2]. See some outcomes of categorical simulations in Figure 3. The simulation models presented above honor the available data and fulfill the spatial characteristics. However one may think of additional constraints on the lithotype simulation part (lithotype connectivity) or on the way the different lithotypes are filled afterwards with rock properties (inequalities, edge effect when changing lithotype as in Figure 4)
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Figure 4: Categorical Simulation (left) - Filling with (middle) and without (right) edge effect


Erosion, sedimentation, landscape evolution, and interaction with tectonics & geodynamics – coupled numerical models
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Basin development aligns a geodynamic creation of accommodation, tectonic provision of relief, and surface-bound source erosion, transport, and deposition of available supply. Deformation and surface process interact on local and regional scale in redistributing mass and stresses. An economically relevant basin history is further characterized by thermal evolution, developing overburden, and associated changes in rock properties and potential pathways.

In numerical approaches, linking model and data parameters forward, various challenges exist in combining discretized and sometimes parametrized physical descriptions of geological processes across time and depth scales. Available tools are often specialized, and suited to either capture the lithospheric-scale creation of accommodation, regional strain partitioning, and thermal evolution (geodynamic / thermomechanical models), or successfull in modelling landscape evolution, surface processes, and basin fill (landscape evolution models, LEM).

We present and assess recent developments in coupling different discretizations of the surface in two LEM, with a thermomechanical finite-difference model in three dimensions. We apply a fluvial LEM to study tectonics-surface process interaction in accretionary wedges, where we also demonstrate the sensitivity to lithological erosion feedback and regional precipitation; demonstrate characteristic response of a fluvial LEM in a geodynamic collision model; show proof-of-concept for continental break-up and rift formation; and highlight a surface process influence on upper-mantle scale plate models.

These type of modelling approaches account, in principle, sufficiently well for mechanical and thermal complexity as well as surface mass redistribution, and are potentially suitable to extract geologically comparable synthetic observables, such as lithology, stratigraphy, thermochronology, or vitrinite reflectance records.
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The aim of this minisymposium is to bring together researchers in various aspects of mathematical image processing to share the latest developments in this field and to leverage the synergy between academic research and real applicative interests in image processing. The minisymposium will cover two parts: the first is dedicated to mathematical developments in imaging focusing on variational models and emerging related optimization techniques; the second part is devoted to investigate several aspects of imaging science ranging from hardware design to image enhancement, from image representation to image understanding, from the point of view of experts working in the field. Variational models are getting popular for image processing and other imaging problems including inverse problems, image reconstruction and computer vision. The search for fast and robust algorithms to solve variational models, however, is an open challenge to the mathematical community due to complexity involved with: nonlinearity, non-smoothness of functional and solutions, non-convexity for the minimization, high-order derivatives within the functional, and large data size. Both the use of advanced optimization techniques and
the development of new techniques are of fundamental importance for the success of elaborations in different imaging applications. This motivates this proposal to bring researchers from industrial and mathematical community to exchange and stimulate ideas in imaging sciences, to combine deep theoretical contributions with very relevant emerging practical applications.
Efficient restoration of extremely low count Poisson Images using off-the-shelf Gaussian filters
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Poisson noise is characteristic of many image acquisition modalities and its removal is of fundamental importance for many applications, particularly in astronomy and biomedical imaging. As the noise variance equals the expected value of the underlying true signal, Poisson noise is signal dependent, which makes the premise for Poisson image restoration very different from the case of additive white Gaussian noise with constant variance typically assumed by common signal processing filters. Variance-stabilizing transformations (VST) (e.g., [1]) are nonlinear mappings which are commonly employed in order to reduce a signal corrupted by signal-dependent noise to a signal where the noise variance is constant and that can be thus processed by common filters.

In this talk we will review the VST approach, from its fundamentals [4, 5, 3] to its most recent advances [6, 7, 9, 8], emphasizing the benefits and the intrinsic limitations of this classical method which has been the workhorse of Poisson data processing for nearly a century. We conclude by introducing an iterative framework for progressively improving the effectiveness of VST through iterated combinations of the Poisson observations with the filtered estimate from the previous iteration [2]. This results in a very fast and stable algorithm that yields significantly better quality, particularly at low and extremely low SNR (e.g., less than a count per pixel), outperforming much costlier state-of-the-art alternatives.
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Regularized quadratic penalty methods for shape from shading

Stefania Bellavia  
Università degli Studi di Firenze  
Dipartimento di Ingegneria Industriale, viale G.B. Morgagni 40, 50134 Firenze, Italia  
stefania.bellavia@unifi.it

Lapo Governi  
Università degli Studi di Firenze  
Dipartimento di Ingegneria Industriale, via di S.Marta 3, 50139 Firenze, Italia  
lapo.governi@unifi.it

Alessandra Papini  
Università degli Studi di Firenze  
Dipartimento di Ingegneria Industriale, viale G.B. Morgagni 40, 50134 Firenze, Italia  
benedetta.morini@unifi.it

Luca Puggelli  
Università degli Studi di Firenze  
Dipartimento di Ingegneria Industriale, via di S.Marta 3, 50139 Firenze, Italia  
luca.puggelli@unifi.it

Shape from shading (SFS) denotes the problem of reconstructing a 3D surface, starting from a single shaded image which represents the surface itself. Minimization techniques are commonly used for solving the SFS problem, where the objective function is a weighted combination of the brightness error, plus one or more terms aiming to obtain a valid solution. The possibility of obtaining a good reconstruction largely depends on the nontrivial choice of the weights, also because in practice the sought exact solution rarely happens to minimize the used model. We present a regularized quadratic penalty method where quadratic penalization is used to adaptively adjust the smoothing weights, so that an a-priori choice is not needed. Further, a suitable quadratic regularization term is added to improve the robustness and reliability of the procedure. In fact, the SFS problem is replaced by a sequence of unconstrained subproblems, which are efficiently solved by a nonmonotone Barzilai-Borwein method. Numerical results are provided showing the reliability of the proposed approach.
Delta-convex minimization and variable exponent Lebesgue spaces for imaging
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We consider the solution of the linear functional equation $Ax = y$ arising in image restorations, characterized by an ill-posed operator $A : X \rightarrow Y$ between two complete normed linear functional spaces $X$ and $Y$. The conventional variational approach involves the minimization of a Tikhonov-type regularization functional $\Phi_\alpha : X \rightarrow \mathbb{R}$ defined as

$$\Phi_\alpha(x) = D(Ax, y) + \alpha R(x).$$

The functional $\Phi_\alpha$ is the sum of a data fitting functional $D : Y \times Y \rightarrow \mathbb{R}$ which measures some distance between $Ax$ and $y$, and a convex regularization term $R : X \rightarrow \mathbb{R}$ which quantifies the “non-regularity” of $x$ [5], whereas the regularization parameter $\alpha > 0$ balances between data fitting and stability.

In the simplest case, referred as (basic) Tikhonov regularization, both $X$ and $Y$ are Hilbert spaces, $D(Ax, y) = \frac{1}{2} \|Ax - y\|^2_Y$ and $R(x) = \frac{1}{2} \|x\|^2_X$. In the last two decades, several other choices for the residual functional $D$ and the penalty functional $R$ have been proposed in the literature to reduce the over-smoothness effects of the basic Hilbertian Tikhonov solutions $x_\alpha$, also aimed at improving the sparsity, or at enforcing non-negativity or other special constraints. We just mention a few, such as special weighted norms $D(Ax, y) = p^{-1} \|Ax - y\|^p_Y$ in Lebesgue spaces $L^p$ or in Sobolev spaces $W^{k,p}$, for $1 < p < +\infty$, and $R(x) = q^{-1} \|x\|^q_Y$, or $R(x) = q^{-1} \|Lx\|^q_Y$ for some special penalty operators $L$, such as differential operators, for $1 < q = p^* < +\infty$. Other popular choices are related to the total variation approach, or to fixed reference approximations properly selected to attain sparsity [6].

In this talk, we first introduce a special Tikhonov-type functional $\Phi_\alpha$ whose penalty term $R$ is model-dependent, that is, differing from the classical proposals, $R$ explicitly depends on the operator $A$ which characterizes the functional equation [3]. In addition, the functional is no longer convex as in the conventional setting, but in our proposal is delta-convex; i.e., it is representable as a difference of two convex terms.
We will show that the proposed delta-convex functional allows us to speed up the convergence of iterative gradient minimization algorithms (naturally possessing a regularization effect), since the second term to be subtracted in the functional plays a new role, aiming to accelerate the iterations; therefore the related coefficient now balances between regularization and speed-up, and must take larger values in the very early iterations. This acceleration technique, which we call as “irregularization”, is useful for large scale equations arising in image restoration [1].

Finally, an extension of the Tikhonov regularization to the unconventional variable exponent Lebesgue space $L^{p(\cdot)}$ is analyzed and numerically tested, aimed at providing a pointwise and adaptive control of the level of regularization. More specifically, a variable exponent Lebesgue space $L^{p(\cdot)}$ is a Lebesgue space where the exponent $p \geq 1$ used for the definition of the norm is not constant, but rather it is pointwise variable as a function $p(\cdot)$ of the domain [2]. Such a functional space $L^{p(\cdot)}$ is used to obtain, in the same restoration process, different levels of regularization between the areas where the true object is located and the areas where only the background is present. The proposal represents a natural and continuous extension of early procedures previously based on image segmentation, developed to vary the level of regularization depending on the “local” signal to noise ratios in the different portions of the image do main [4].
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In this work we consider the optimization problem

$$\min_{x \in \mathbb{R}^n} F(x) \equiv f(x) + g(x)$$

where $f$ and $g$ are two proper convex and lower semicontinuous functions from $\mathbb{R}^n$ to $\mathbb{R} \cup \{\infty\}$. Moreover, we also assume that $f$ is differentiable with Lipschitz continuous gradient on a suitable closed, convex set $Y \subseteq \text{dom}(f) = \{x \in \mathbb{R}^n : f(x) < +\infty\}$. Model (1) allows to formalize several problems arising from real-life applications such as signal and image processing, statistical inference and machine learning. A typical feature of these applications is the large number of variables, which makes the class of first order methods very attractive. In this class, forward-backward methods [10, 7] are especially suited for problem (1), since they exploit the decomposition of the objective function in a differentiable term and a nondifferentiable one. The general forward-backward iteration is given by

$$x^{(k+1)} = x^{(k)} + \lambda_k (\text{prox}_{\alpha_k g}(x^{(k)} - \alpha_k \nabla f(x^{(k)})) - x^{(k)}),$$

where $\lambda_k$, $\alpha_k$ are positive parameters controlling the steplength and $\text{prox}_{\phi}(\cdot)$ is the proximity operator associated to the convex function $\phi$, which is defined as

$$\text{prox}_{\phi}(y) = \arg\min_{x \in \mathbb{R}^n} \phi(x) + \frac{1}{2}\|x - y\|^2$$

Forward-backward methods are easy to implement and have well studied convergence properties. On the other hand, it is well known that they can exhibit a poor convergence rate, especially when a high accuracy is required. In the recent literature we can find two different approaches aiming to improve the convergence speed of forward-backward methods. They are both described below.
Inertial/extrapolation techniques This approach consists in adding an extrapolation step to the basic forward-backward iteration, yielding a multistep algorithm. The idea of inertial methods becomes very popular in the last decade, in view of Nesterov’s work [11] and it has been further developed in [1], where the authors propose the following variant

\[ y^{(k)} = x^{(k)} + \beta_k (x^{(k)} - x^{(k-1)}) \]
(4)

\[ x^{(k+1)} = \text{prox}_{\alpha_k g}(y^{(k)}) - \alpha_k \nabla f(y^{(k)}) . \]
(5)

In [1, 2], the convergence of method (4)–(5) is investigated by showing that for suitable sequences of parameters \{\alpha_k\} and \{\beta_k\} (with \( \lim_k \beta_k = 1 \)) one has an \( O\left(\frac{1}{k^2}\right) \) convergence rate estimate on the objective function values.

The main limitations on the use of method (4)–(5) are that it may be unfeasible when \( \text{dom}(f) \) does not coincide with the whole space \( \mathbb{R}^n \) and that the convergence of the iterates \{x^{(k)}\} is guaranteed only under more restrictive assumptions [6].

Variable metric/scaling techniques In a variable metric forward-backward algorithm the underlying metric may change at each iteration by means of suitable symmetric positive definite scaling matrices multiplying the gradient of \( f \) and also involved in the definition of the proximity operator. The expected advantage in using a variable metric is an improved capability to capture the local features of problem (1), possibly leading to an improvement of the convergence speed. In [8, 9], the authors propose the following variable metric forward-backward algorithm

\[ x^{(k+1)} = x^{(k)} + \lambda_k (\text{prox}_{\alpha_k g}(x^{(k)} - \alpha_k D_k \nabla f(x^{(k)})) - x^{(k)}) , \]
(6)

where \{D_k\} is a sequence of symmetric positive definite matrices and \( \text{prox}_{\alpha_k g}(y) \) is defined as

\[ \text{prox}_{\phi}(y) = \arg\min_{x \in \mathbb{R}^n} g(x) + \frac{1}{2\alpha_k}(x - y)D_k^{-1}(x - y) . \]
(7)

Method (6), equipped by an Armijo line-search for the computation of \( \lambda_k \), has been extensively studied in the papers [3, 4, 5] when \( g(x) \) reduces the indicator function of a closed convex subset of \( \mathbb{R}^n \). The convergence rate on the objective function values in this case is only linear (see [4]). However, in spite of the theoretical convergence rate, a suitable combination of the stepsize parameter \( \alpha_k \) and the scaling matrix \( D_k \) can allow the method (6) to reach practical performances which are comparable with those of (4)–(5) [4, 12].

In this work we combine the two acceleration techniques described above and we propose a variable metric proximal-gradient method with extrapolation. In particular we address the case where \( \text{dom}(f) \) is a proper subset of \( \mathbb{R}^n \) and we devise an implementable condition on the sequence \{D_k\} to ensure both the convergence of the iterates sequence \{x^{(k)}\} and the \( O\left(\frac{1}{k^2}\right) \) convergence rate of the objective function values. The effectiveness of the proposed method is evaluated by means of a comparison with other state-of-the-art algorithms, on several optimization problems of the form (1), arising from different real-life applications such as image deblurring, compressed sensing, and probability density estimation.
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Accelerated gradient-based methods for phase estimation in differential-interference-contrast microscopy
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In the last forty years, differential-interference-contrast (DIC) microscopy has gained popularity in biomedical research as an effective optical microscopy technique used to observe unstained transparent specimens under a transmitted-light configuration. The DIC image formation is caused by the interference of two orthogonally polarized beams, which are laterally split of a few tenths of a micrometer by a Wollaston prism, phase shifted when passing through different materials across the specimen and then successively recombined by a sliding prism. The resulting image has a three dimensional, high contrast appearance, which can be enhanced by adjusting the sliding prism along the direction of the split in order to introduce a uniform phase difference between the two beams.
From the mathematical viewpoint, the DIC image acquisition is described by the following
nonlinear model \[1, 5\]

\[ o_{k,\lambda} = \left| h_{k,\lambda} * e^{-i\phi} \right|^2 + \eta_k, \] (1)

where \( \phi \in \mathbb{R}^n \) is the true phase function, \( k \) is the rotation index and \( \lambda \) is the value of the RGB wavelength in micrometers, \( o_{k,\lambda} \in \mathbb{R}^n \) and \( h_{k,\lambda} \in \mathbb{C}^n \) are respectively the observed image and the DIC Point-Spread-Function at the \( k \)-th rotation of the specimen and illumination wavelength \( \lambda \), \( * \) is the convolution operator, \( \left| \cdot \right|^2 \) is the component-wise square modulus and \( \eta_k \) is the realization of a Gaussian random variable with zero mean and variance \( \sigma^2 \). Following the rotational-diversity model proposed in [5] and furtherly extended in [1], one is interested in retrieving the specimen’s phase function from a set of DIC intensity images acquired at different rotations of the specimen. Since this problem is highly ill-posed, one must look for a solution of the following regularized minimization problem

\[ \min_{\phi \in \mathbb{R}^n} J_{LS}(\phi; o) + J_R(\phi), \] (2)

where \( J_{LS} \) is a least-squares term measuring the distance between the observed image \( o_{k,\lambda} \) and the predicted image and \( J_R \) is the regularization term.

When a differentiable regularizer, such as a Tikhonov penalty term, is considered, one can address (2) by means of a nonlinear conjugate gradient method [5], which is particularly suited for least squares problems. However, the computation of the line search parameter at each iteration may require several evaluations of both the function and its gradient in order to ensure convergence [1], which significantly increases computational time when such evaluations are expensive, as is the case of the DIC functional. Furthermore, a conjugate gradient method can not handle the presence of a non differentiable regularizer, such as the total variational functional.

To overcome these limits, we propose to address the problem of phase estimation in DIC microscopy by means of a recently proposed proximal-gradient method [2]. The key features of this approach are the use of an Armijo–like rule to determine the step size along the descent direction and the possibility of adopting a variable metric to compute the proximal point. Since providing an efficient scaling matrix for the DIC problem is a quite difficult task, the acceleration of the method relies uniquely on a clever adaptive choice of the stepsize at each iteration [3]. The method is shown to be efficient both when the total variational functional and a smooth approximation of it is used. In the latter case, the method shows also significant improvements in terms of efficiency and stability with respect to widely used conjugate gradient methods.

References


New Mathematical Trends in Imaging - Part II

**Proposers**

**Alessandro Lanza**  
Dip. Matematica, Università degli Studi di Bologna  
P.zza Porta San Donato, 5 - Bologna Italy  
[alessandro.lanza2@unibo.it](mailto:alessandro.lanza2@unibo.it)

**Serena Morigi**  
Dip. Matematica, Università degli Studi di Bologna  
P.zza Porta San Donato, 5 - Bologna Italy  
[serena.morigi@unibo.it](mailto:serena.morigi@unibo.it)

**Speakers**

**Maurizio De Girolami**  
Datalogic, Bologna  
[Maurizio.DeGirolami@datalogic.com](mailto:Maurizio.DeGirolami@datalogic.com)

**Alessandro Lanza**  
Dip. di Matematica, Università di Bologna, Bologna  
[alessandro.lanza2@unibo.it](mailto:alessandro.lanza2@unibo.it)

**Anna Maria Massone**  
CNR - SPIN, Genova  
[annamaria.massone@cnr.it](mailto:annamaria.massone@cnr.it)

**Patrizia Melpignano**  
OR-EL.doo at Primorski Tehnoloski Park, Slovenija  
[melpypat@gmail.com](mailto:melpypat@gmail.com)

**Giuseppe Rodriguez**  
Dip. di Matematica e Informatica - Università di Cagliari  
[rodriguez@unica.it](mailto:rodriguez@unica.it)

The aim of this minisymposium is to bring together researchers in various aspects of mathematical image processing to share the latest developments in this field and to leverage the synergy between academic research and real applicative interests in image processing. The minisymposium will cover two parts: the first is dedicated to mathematical developments in imaging focusing on variational models and emerging related optimization techniques; the second part is devoted to investigate several aspects of imaging science ranging from hardware design to image enhancement, from image representation to image understanding, from the point of view of experts working in the field. Variational models are getting popular for image processing and other imaging problems including inverse problems, image reconstruction and computer vision. The search for fast and robust algorithms to solve variational models, however, is an open challenge to the mathematical community due to complexity involved with: nonlinearity, non-smoothness of functional and solutions, non-convexity for the minimization, high-order derivatives within the functional, and large data size. Both the use of advanced optimization techniques and
the development of new techniques are of fundamental importance for the success of elaborations in different imaging applications. This motivates this proposal to bring researchers from industrial and mathematical community to exchange and stimulate ideas in imaging sciences, to combine deep theoretical contributions with very relevant emerging practical applications.
Automatic Barcode Reading: Problem Definition, State-of-the-art and Some Open Problems
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The process of automatic barcode reading and decoding is of great importance in many application fields, namely any field where a request for automatic recognition and identification of objects and/or persons arises. The possible applications are indeed very varied and range from the commercial (retail application) to the industrial (warehouse management, identification of items in postal and airport applications), safety (automatic access control) and mobile devices (automatic link) field, thus rendering barcode decoding a ubiquitous process in many aspects of people’s everyday life.

A crucial requirement for barcode reading algorithms is real-time processing with fast response time (on the order of tenths of a second), also on cheap, poorly performing hardware. Moreover, due to the great variability of possible application conditions, robustness against potential distortions of the processed signals, such as noise, blur, poor illumination, low resolution, print errors, is a desirable property. In fact, the higher this robustness, the wider the range of working conditions under which a reliable barcode decoding can be obtained (for instance, higher admissible distance between barcode and sensing system, lower resolution and lower quality of the optics of the sensing system), this holding the potential for positive impacts also in economic terms.

Beyond certain levels of distortion of the processed signals, performance of traditional numerical methodologies for barcode decoding, based on detection/elaboration of local features such as signal fronts, inflection points and extrema, rapidly decreases. Hence arises the necessity for alternative decoding paradigms, i.e. for novel and more performing mathematical/statistical models/methods.

In this talk, first the problem of automatic barcode decoding will be framed from the applicative point of view: the most important application fields will be illustrated together with the most diffused barcode types (symbologies) and the different technologies used for sensing the data (signals/images) by which decoding is carried out. Then, a mathematical/statistical formulation of the barcode decoding problem will be given and today’s most diffused algorithmic paradigms will be outlined while at the same time highlighting their strengths and, more interestingly, their weaknesses. Finally, the last part of this contribution will be devoted to briefly outlining some important and, to some extent, open mathematical/numerical problems for the industrial barcode reading community. In fact, a rigorous mathematical/numerical approach holds the potential for fruitfully contributing to device more effective and, maybe, more efficient solutions.
Convex Image Denoising via Non-convex Regularization with Automatic Parameters Selection
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Noise is an unavoidable component of digital image acquisition, and as such, noise removal is a fundamental task in digital image processing. The challenge is to preserve and possibly enhance important image features during the denoising process, such as edges, corners, textures and fine details. One of the most ubiquitous and, hence, most studied noise types is the Additive White Gaussian Noise (AWGN), which corrupts all image pixels by independent and identically distributed Gaussian disturbs.

We present a novel Convex Non-convex (CNC) denoising variational model for restoring images corrupted by AWGN. In particular, we propose the use of parameterized non-convex regularization terms to effectively induce sparsity of the gradient magnitudes in the solution, while maintaining strict convexity of the total cost functional. Some widely used non-convex regularization functions are evaluated and a new one is analyzed which allows for better restorations. An efficient minimization algorithm based on the Alternating Directions Methods of Multipliers (ADMM) strategy is proposed for simultaneously restoring the image and automatically selecting the regularization parameter by exploiting the discrepancy principle. Theoretical convexity conditions for both the proposed CNC variational model and the optimization sub-problems arising in the ADMM-based procedure are provided which guarantee convergence to a unique global minimizer. Numerical examples are presented which indicate how the proposed approach is particularly effective and well suited for images characterized by moderately sparse gradients.
An extension of the Hough transform with effective applications in medical imaging
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The Hough transform is a classical pattern recognition technique employed to extract straight lines [3], circles and ellipses [2] in images. Recently, algebraic geometry arguments have been proposed [1] in order to apply the Hough transform framework to special families $F$ of irreducible algebraic plane curves that share the degree; first applications to medical and astronomical images have been presented in [4].

The idea at the basis of this approach is that points lying on a curve in the image space can be transformed into hypersurfaces (their Hough transforms) in the parameter space, and the set of parameters corresponding to the intersection of all Hough transforms identifies the curve to be recognized in the image space. The goal of this talk is to show how the set of parameters characterizing the detected curves can be effectively used to infer significant information from medical images in the case of hematological malignancies, such as Advanced Chronic Lymphocytic Leukemia (ACLL), and in the case of neurodegenerative diseases, such as Amyothrophic Lateral Sclerosis (ALS) [5]. Specifically in the latter case we have developed an Hough transform-based computational method for the segmentation of the spinal canal and the spinal cord in X-ray Computed Tomography (CT) images of ALS patients. Thus, information inferred from the anatomical images has been integrated with functional information from Positron Emission Tomography (PET) images in order to quantitatively evaluate the metabolic activity of the spinal marrow in control subjects and ALS patients. Results show that radiotracer uptake is significantly lower in spinal cord of controls as compared with patients.
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Variational Image Enhancement Methods Enabling Strong Cost Reduction in OLED-based Point-of-care Immunofluorescent Diagnostic System
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The research in the field of point-of-care diagnostic for medical application has obtained an increased attention in the last years, world-wide. Among the main topics successfully addressed by this methodology there are: high detection sensitivity, portability, user friendly approach and reduced costs. All these are the key issues for a successful point-of-care diagnostic device. Currently, the new point of care diagnostic systems rely on different physical methods for the detection of the pathogens in a biological fluid; among the most sensitive and accurate methods, there is the detection of fluorescence of protein (inverse immunofluorescence) or DNA dye tagged probes. Based on this principle a multi-parametric biosensor has been developed and tested by OR-EL d.o.o., where an O-LED for the dye fluorescence excitation of a bio-probes matrix is used. This system currently use a high sensitivity scientific CCD camera to acquire the fluorescent image; this image sensor allows to obtain an excellent sensitivity but its size and cost make it rather unfit for a “low cost” point-of-care diagnostic application. In this talk, we present the results obtained with an alternative lower cost CMOS sensor by means of a three-phase post processing pipeline: a first restoration stage for noise reduction and resolution increase, a segmentation stage for the detection of samples, and a diagnosis stage for the calculation of the output concentrations. Each phase is formulated in a variational form and we test classical as well as state-of-the-art models for the purpose. Variational formulations are in general obtained by minimizing a functional which is the sum of a data fidelity term and a regularization term, based on a regularization operator chosen to yield a computed solution with some known desired features. A scalar parameter balances the influence of the fidelity and regularization terms on the computed solution in a suitable manner. We introduce metrics suitable for measuring the quality of the output and we present results obtained using three CMOS cameras, of significantly different costs, for the detection of the Dengue virus with a low-cost O-LED based detection system. Results demonstrate that our advanced processing pipeline enables cost reduction up to 99%, at an acceptable diagnostic accuracy, with respect to the reference CCD-based camera system.
3D restoration of prehistoric petroglyphs by photometric stereo
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Many regions of the Mediterranean area, such as Sardinia, are rich with prehistoric hypogeum tombs, dating back to the Neolithic up to the Bronze age, often characterized by engraved decorations. For archaeologists it is important to produce accurate reproductions of rock art engravings, but quite often the archeological sites are difficult to reach and their underground chambers are very narrow. In this situations, photometric stereo may provide an easy acquisition and low-cost technique to produce an accurate 3D reconstruction of the findings of interest. Data processing, from the mathematical point of view, consists of solving a least squares approximation problem, for determining local information about the observed surface, followed by the solution of a large scale partial differential equation, to determine a representation of its shape. The problem becomes difficult when the data acquisition setting is far from the ideal conditions, and when the position of the light sources is not exactly known. We will discuss some recent results on the application of this technique, with applications to the 3D restoration of engravings encountered in Sardinian Domus de Janas.

This work has been carried out in collaboration with R. Dessì, C, Mannu, G. Stocchino, G. Tanda and M. Vanzi, of the University of Cagliari.
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The application of scientific techniques is today at the core of modern research on all aspects of cultural heritage: conservation, surveying, analysis and interpretation. Today a archaeological dig team includes experts in practically all fields of science, and mathematics is a key discipline in the analysis of the results. The same multi-disciplinary approach holds for research, conservation and fruition of existing archaeological sites and museums. The mini-symposium will touch a few of these issues related in particular to the mathematical modeling of degradation phenomena of materials as well as to modeling and virtual recreation of ancient monuments and landscapes and of their connection with the observation of the sky by their builders.
The Arch of Titus at the Circus Maximus in Rome: algorithms for virtual anastylosis.
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A new accurate parametric model reconstruction of the Arch of Titus at the Circus Maximus in Rome is presented. The model, based on surveyed fragments (old and new, some of them still in situ), historical knowledge and architectural order proportions, has been obtained also with the help of mathematical algorithms in several steps of the full process: the development of a database, containing more than 150 fragments of different size, using automatic feature extraction, contact surfaces detection and optimization of geometrical and parametrical description are only some of the developed applications. The mathematical models are in a parametric form suited for improvements using features of all the known fragments and adaptable to successive findings: optimization is made possible by measures for an accurate quantitative analysis. The joint work (see [1]) with M. Canciani and M. Saccone of the Department of Architecture and M. Buonfiglio and S. Pergola archeologists of the Sovrintendenza Capitolina ai Beni Culturali di Roma started with the collaboration of master students B. Mammí and G. Romito in 2012 and was followed by a first excavation of the area in 2013 (see also [2]). Many new pieces of the ancient arch were found during another operation in 2015; the final study was conducted also in collaboration with M. Pastor, A. Coletta and M.G. Granino. Now the area has been finally open to the public with a documented visitor’s itinerary along most of the arch fragments and a virtual anastylosis, based on our model, is presented using augmented reality on the site.
The database collects the point cloud of every fragment, by a survey done with a laser scanner and photogrammetry programs, together with a classification of several features suited for matching comparison. A general method has been proposed for a classification procedure adaptable for anastylosis in similar cases.

The algorithms discussed in this talk applied to a starting point cloud of a given fragment and deal with the best possible section curve on a plane orthogonal to the moulding extrusion path, an optimal fluting column model and contact probability of two possibly adjacent fragments.

The first example shows an automatic procedure (see [3]) for the extraction of a piecewise regular parametric curves of section directly from the point cloud: the plane of section can be detected analysing the normal components in the standard point cloud data, followed by a parametric planar curve fitting of properly selected points; special points on this parametric curve allow an automatic geometrical moulding construction which can be translated in feature elements of the database and used in matching procedures.

From the survey of a ruined column drum, the second algorithm example shows how it is possible to find an optimal fluted column model: comparing a cylindrical projection of the oriented point cloud with several section models, allows an optimal measure of column and flutings radii and then a possible drum reposition. The third example shows the use of section curves for a precise fragment orientation and alignment: the required accuracy allowed a virtual segmentation of the surface of contact of two fragments of the inscription, leading to a final perfect matching and a better understanding of its probable size and shape.

All measures have been optimized up to a certain error using the processed data and have been verified and improved after any new fragment addition in the database.

Some of the original algorithms presented here have been also applied in different contexts: for instance several studies on the shape and tasselation of Borromini’s San Carlino dome (see for example [4]), the recomposition and restoration of the fragmented statue of S. Andrea at Stiffe, L’Aquila (see [5]) or the bricks detection and analysis of masonry type of Villa dei Misteri in Pompei (see [6]).
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Material Damage: new mathematical models for the simulation of chemical processes.
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In this work some recent mathematical models applied to material damage are reviewed. The complexity of damage processes related to Cultural Heritage materials creates the necessity of developing predictive tools in order to monitor and detect surface alterations even before they are visible by naked eyes. The proposed models, elaborated by a research group of the Institute of Applied Mathematics CNR of Italy, are based on partial differential equations and well capture the main features of chemical processes (copper corrosion and salt crystallization), which occur on different materials such as stone and copper.
Advanced nano-materials for the protection of stones in historic architecture
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The development of nano-materials in the last two decades have found different application in the area of cultural heritage conservation [1]. The protection of stone materials in outdoor conditions is a rather important problem as it concerns historic and new high-quality buildings. The protection of stone materials addresses, generally, the main physical problem of the high hydrophilicity and wettability of these surfaces, as far as the presence of liquid and vapour water is able to favour all the deterioration phenomena like chemical corrosion, erosion and. Actually, the nanostructured protective materials can give water repellency together with other desirable effects like antifouling and anti-pollutants properties. The main and very interesting advantage of nanomaterials, compared with traditional treatments, is that they show high chemical-physical compatibility with substrates, higher reactivity, deeper penetration into the porosity when desired, higher aesthetic compatibility. The increasing interest in the design of innovative nanomaterials has been shown by the European Commission that launched different calls for proposal regarding the development of innovative materials for the conservation and restoration of Cultural Heritage both in 7thFP and Horizon 2020. For what concerns the improvement of stone protection, the most applied strategy has been the set-up of nanocomposites with the introduction of nanoparticles inside polymeric materials in order to increase the hydrophobicity of stone surface and maintain their permeability and transparency. These treatments give rise to the so called superhydrophobic and self-cleaning surfaces, "Lotus leaf effect" [2]. The surface becomes water repellent and the residues of particulate matter or pollutants are removed and/or decomposed. In particular, the enhancement of water repellency can be achieved by increasing the surface roughness, without changing the substrate morphology, by the addition of different nanoparticles (SiO2, SnO2, Al2O3, TiO2). TiO2, ZnO and Ag nanoparticles have been proved to be also active to prevent the formation of surface biofilm, that is generally formed in northern exposition by the microorganisms colonization of stones. The anti-fouling activity of different nanoparticles and nano-composites[3, 4] is particularly interesting as far as the efficacy of preventive traditional treatments in this regard is rather modest. The wide differences in stone materials, in deterioration phenomena and in the actual nature of the real condition onsite, compel the researchers to perform large experimental set-up to test nanomaterials on different substrates both in the lab and onsite, to optimize the treatment and find the best practical conditions of application. The development of modeling of involved parameters (nanoparticle size, nature of solvents, layer thickness, depth of penetration, etc.) and of phenomena could, of course, greatly help in finding new solution for the protection of architectural surfaces.
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The need for evaluating the structural safety of historic masonry constructions gave rise to many efforts aimed to device effective engineering methodologies in the recent years. See, for example, the review paper [1] and references therein. Among the methodologies based on FEM approaches it is possible, however, to distinguish the following main categories.

- **Micro modeling.** In micro modeling approaches, each constituent of the masonry, *i.e.* mortar and blocks, are described in the linear and nonlinear field by using damage or plasticity based laws, see for example [2]. In this way an accurate description of the problem is obtained but a huge computational effort is required. On the other hand, a remarkable advantage of the micro modeling is the use of constitutive parameters derived from experiments on units, joints and small masonry samples.

- **Macro modeling.** With macro modeling masonry is described as a fictitious continuum endowed with a proper set of parameters in order to characterize its linear an nonlinear response. See [3] for a plasticity based approach with softening behaviour and [4] for a specific damage model suitable for orthotropic brittle materials. The computational advantage of the macro modeling with respect to the micro modeling is clear, however the determination of the required continuum parameters involves not so simple tests on specimens of sufficiently large size.

It is then manifest how the formulation of numerical approaches for the analysis of masonry contructions is strongly conditioned by two fundamental requirements: the simplicity of
the experimental testing needed to evaluate the constitutive parameters – in this respect a great attention must to be devoted also to the preservation of the construction – and the sustainability of the computational costs. Computational homogenization [5], already tested in other contexts as composite materials, can be a viable approach having the advantage, as micro modeling, to require only the constitutive characterization of the single constituents, mortar and stone blocks. However, thanks to the two-scale micro-to-macro approach, it allows to limit the computational costs that can be considered intermediate between the costs required by a macro-analysis and those required a micro-analysis. With respect to other homogenization techniques does not require the preliminary definition of the macro response of the material which is, instead, defined on the fly by the computational strategy. The present work explored how computational homogenization can be used in the 3D finite element analysis of historic masonry constructions characterized by generic geometric configurations and whose masonry texture is given by a chaotic assemblage of irregular stones and mortar [6]. At the micro-level the FEM analysis is responsible to describe the nonlinear response of the rumble masonry. At the macro-level the FEM analysis of the assigned problem domain is responsible of the balance of the applied load conditions. In particular the two level of analysis dialogue as follows: the macro-level transfers to the micro-level the information regarding the displacement field, in particular its gradient, and the micro-level gives back the macro-stress and the tangent stiffness matrix of the RVE. In the work, in order to counteract the growing of computational costs, the use of high performance parallel numerical libraries and a mixed framework for obtaining more efficient finite elements [7] is proposed.
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On going straight: mathematics and astronomy in the planning of ancient straight roads
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Many ancient cultures planned and constructed straight roads, sometimes taking an uttermost care in their “going straight”. Astonishing examples can be found all around the world; for instance, among the Anasazi at Chaco Canyon, in many of the Maya Sacbes, at Angkor in the Khmer heartland, and of course, in the planning of the Roman roads. Among the latter, one stems out as a true masterpiece: it is Regina Viarum, the Via Appia. In many cases, geometrical and astronomical methods were applied to obtain a very high accuracy, especially along traits which are so long that the earth’s curvature makes a direct view between the endpoints impossible. As it turns out, this “desire of going straight” was not always due to practical purposes but rather to symbolical, cosmological motivations. Sometimes, the very existence of the roads was connected mainly to such motivations. We discuss here some of the key examples in which the role of astronomy and geometry was essential in the planning.
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Stochastic Models for Fractional Processes
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Many processes in engineering and applied science exhibit behavior that cannot be modeled by classical methods [2, 4], this motivates and inspires research on new mathematical tools. One of this tools is Fractional Calculus. Fractional Calculus is a branch of analysis that studies nonlocal operators that can be understood as integration and derivation of non integer order and that reduce to classical operators in certain special cases. Successful applications of Fractional Calculus can be found in many disciplines as for example in chaotic Hamiltonian dynamics [3], biological systems [1], plasma physics [1]. These theoretical and modelling studies has led to new fundamental results. Part of these stochastic processes and models are for example the Lévy processes, the fractional Poisson process, the continuos time random walk and the generalized gray Brownian motion. The aim of the minisymposium is to bring together researchers active in the development of stochastic processes and models related to phenomena governed by fractional differential equations. The talks are intended to be an exchange of recent results among researchers in the field and an up-to-date presentation for attendants of some important research lines and applications.
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Anomalous relaxation and continuous-time statistics
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There is a deep connection between anomalous relaxation equations and continuous-time statistics of convolution type. As an illustrative example, consider the maximum statistic

\[ S_n = \max(X_1, \ldots, X_n); \]

where \(X_i\)s are positive random variables with the meaning of exceedances. Assume that sojourn times \(J_i\) are independent and identically positive random variables following a Mittag-Leffler distribution; in other words, the cumulative distribution function of \(J_1\) is given by

\[ F_{J_1}(t) = 1 - E_{\alpha}(-t^\alpha), \]

where

\[ E_{\alpha}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + 1)} \]

with \(\alpha \in (0, 1)\). The corresponding continuous-time maximum statistics is

\[ S(t) = \max(X_1, \ldots, X_{N_\alpha(t)}), \]

where \(N_\alpha(t)\) is the fractional Poisson process of renewal type \([1]\) defined as

\[ N_\alpha(t) = \max\{n : J_1 + \ldots + J_n \leq t\} \]

Define \(Q(u, t)\) as

\[ Q(u, t) = F_{S(t)}(u) = P(S(t) \leq u), \]

then the following anomalous relaxation equation holds true \([2, 3]\)

\[ \int_0^t \Phi_\alpha(t - t') \frac{\partial Q(u, t')}{\partial t'} dt' = -(1 - F_{X_1}(u))Q(u, t) \]

In \([4]\), one has that \(F_{X_1}(u) = P(X_1 \leq u)\). Moreover, the kernel \(\Phi_\alpha(t)\) is

\[ \Phi_\alpha(t) = \frac{t^{-\alpha}}{\Gamma(1 - \alpha)}, \]

and the non-local relaxation equation can be written as

\[ \frac{\partial^\alpha Q(u, t)}{\partial t^\alpha} = -(1 - F_{X_1}(u))Q(u, t), \]

where \(\partial^\alpha/\partial t^\alpha\) is the Caputo derivative. The solution of \([6]\) is

\[ F_{S(t)}(u) = Q(u, t) = E_{\alpha}(-(1 - F_{X_1}(u))t^\alpha), \]

where \(E_{\alpha}(z)\) is the Mittag-Leffler function defined above. For \(\alpha = 1\) (exponentially distributed sojourn times), and exponentially distributed \(X_1\), one recovers the celebrated Gumbel distribution.

The structure outlined above can be generalised to other statistics of convolution type and this extension will be the subject of the presentation.
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Time-inhomogeneous, or additive, processes are obtained from Lévy processes by relaxing the condition of stationarity of increments. Due to the independence of their increments, additive processes are spatially (but not temporally) homogeneous Markov processes. By analogy with the case of Lévy processes, one can define an infinitesimal generator, which is, as a consequence, time-dependent. Additive versions of stable and Gamma processes have been studied, for example, in [5], [7], [6], [1], [8]. We consider here time-inhomogeneous generalizations of the well-known geometric stable processes, defined by means of time-dependent versions of fractional pseudo-differential operators of logarithmic type. The latter have been introduced and analyzed, in the time-homogeneous case, in [2], [3] and [4]. The corresponding local Lévy measures are expressed in terms of Mittag-Leffler functions with time-dependent parameters.
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Prabhakar operators are convolution-type operator with a Prabhakar function (generalized Mittag-Leffler function) in the kernel. They generalize the classical Riemann–Liouville and Caputo fractional calculus operators and are connected to specific time-changed or subordinated stochastic processes. We discuss the results obtained in several articles and provide examples.
Fractional diffusion in complex media on the basis of
Gaussian processes
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Following the results presented in [1], we show the emergence of time-fractional and space-fractional diffusions from a Gaussian process when a distribution of random time-scales or random length-scales, respectively, characterises the medium where the diffusion takes place. Two different Gaussian models are considered in each case: in the case of time-fractional diffusion a standard Gaussian process with stretched random time and a Gaussian Continuous Time Random Walk (CTRW) model; in the case of space-fractional diffusion the fractional Brownian motion (fBm) and a Gaussian CTRW model. The stochastic process resulting from a Gaussian process with a random time is known as subordinated process. The stochastic process resulting from the fBm with a random length-scale is known as generalised gray Brownian motion (ggBm) [2, 3]. Each case leads to the desired solution with a specific distribution of the time-scales or space-scales accordingly. Hence, we show that for the same, and supposed experimentally observed, macroscopic fractional diffusion equation, e.g. the time-fractional or space-fractional diffusion equation, the characterisation of the medium at the mesoscale, which is given by the distribution of the time-scales and of the length-scales, respectively, allows for the determination of the underlying Gaussian microscopic process, i.e. a standard Gaussian process, the fBm or the Gaussian CTRW model.
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The Ornstein–Uhlenbeck (OU) process is driven by two physical parameters, the friction (equivalently, the relaxation or time correlation) and the noise intensity (equivalently the diffusivity). We discuss here the extension of the OU process by means of a random modulation of the same parameters. This random modulation can be interpreted as the effect of the statistical characteristics of the non-homogeneous/complex medium in which the diffusion occurs, e.g. the effect of random conditions in the experimental observations. In particular we show a parameter modulation that, when it is plugged into the Langevin equation, leads to fractional diffusion. After the results achieved on the basis of the generalized gray Brownian motion (ggBm) [1] and the Continuos Time Random Walk (CTRW) [2], the present approach is a further one based on the Langevin equation. These results support the physical idea that fractional diffusion in random/complex media can emerge from Gaussian processes for particle motion and random parameters due to the medium.
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Fractional Calculus is a branch of analysis concerning the study of nonlocal operators that can be interpreted as integrals and derivatives of non integer order [2]. It is wellknown that the first ideas on this topic go back to G.W. Leibniz (1695, 1697) and L. Euler (1730) and they have been developed up to nowadays [1]. Fractional Calculus is now widely applied in modelling in engineering and sciences [3] and the study of the corresponding fractional differential equations motivated the development of new analytical and numerical methods. These novel methods to solve fractional differential equations involve for example the theory and the applications of integral transforms and special functions, as well as new numerical strategies as for example those devised to improve the speed of convergence by means of an extrapolation method coupled with the PageRank algorithm. Some of these novel methods will be presented in this minisymposium.
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Fractional-order in space mathematical models, in which an integer-order differential operator is replaced by a corresponding fractional one, are becoming increasingly used since they provide an adequate description of many processes that exhibit anomalous diffusion. In this talk, in particular, we focus on the numerical solution of fractional in space reaction-diffusion equations on bounded domains under homogeneous Dirichlet boundary conditions. Using the matrix transform method, the fractional Laplacian operator is replaced by a matrix which, in general, is dense [1, 2]. The approach proposed is based on the approximation of this matrix by the product of two suitable banded matrices. This leads to a semi-linear initial value problem in which the matrices involved are sparse. The numerical experiments presented confirm the effectiveness of the proposed solution strategy.
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Fractional operators and special polynomials
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The use of the translation operators techniques combined with some classes of orthogonal polynomials, as the generalized Hermite polynomials, is a powerful tool to describe the action of the exponential operators with fractional derivatives. Moreover, since the approach to fractional derivatives to deal with integral transform traces back to Riemann and Liouville and the combined use of ordinary transforms of Laplace or Fourier type can be exploited to define operators involving fractional power differential operators, it will discuss as the integral transforms providing the solution of some partial differential equations, as the heat equations, and in according with the Gauss transform, this method could be considered as a benchmark for the more general case employing some special family of generalized Hermite polynomials of the Kampé de Fériet type.
A perturbative approach to fractional differential equations
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Perturbation theory, both regular and singular, for fractional differential equations seems to be missing in the to date literature. On the other hand, such methods may be useful, either alternatively to or coupled with numerical methods, to construct approximate solutions. We present some sketchy theory along with few examples to illustrate the peculiarities of this field.
The effects of fractional diffusion on front propagation
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Modelling the propagation of fronts and interfaces is a matter of paramount interest in many fields of science and engineering, such as those involving chemical reactions where the reacting interface separates two different compounds. Premixed turbulent combustion and wild-land fire propagation are two examples of such phenomena. Following [1][2], a multi-dimensional model is presented to study the propagation of random fronts in media in which anomalous diffusion takes place. The anomalous diffusion is assumed here to be governed by a fractional diffusion equation. To track the position of the front at a certain time, the Level Set Method [3] is used. Since the propagation is assumed to occur in systems characterised by an underlying random motion the weighted mean of fronts calculated by means of the Level Set Method is performed. The weight function is the probability density function (PDF) which characterises the anomalous diffusion process. By using some case studies which emphasise the different dynamics with different kinetic (displacement variance and PDF) and geometrical (front curvature) configurations, several numerical experiments are presented and discussed.
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This minisymposium proposes a state of the art of modern and advanced numerical methods for complex problems and systems governed by partial differential equations (PDEs) and a survey of possible applications. Topics include: optimization and control in several contexts, from shape optimization in fluids to Hamilton-Jacobi equations, mesh
adaptivity, accurate high-order methods, model order reduction. Concerning applications, the focus is mainly on advanced numerical methods for computational fluid dynamics, including iso-geometric analysis for viscous flows, model reduction for turbulent patterns, bifurcation and stability in fluids, multiphysics (fluid-structure interaction) problems, cardiovascular flows.
Reduced Steklov Operator for Multiphysics Systems
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1 Introduction

The motivation of the present work is the study of the mechanics of the human eye. The eye is a complex system made of several fluid and solid compartments that interact with each other. In particular, we want to investigate the different phenomena that influence the intraocular pressure, which is an important quantity to be monitored in relation to several eye diseases such as, for instance, the Glaucoma. However, the computational costs of a 3D simulation of the eye can be prohibitive especially when taking into account several domains characterized by different physics. While the eye simulation will be the object of a future work, here we present a reduced technique to accelerate multiphysics simulations.

2 Mathematical framework

We consider a multiphysics system, see Fig.1, written on two domains, $\Omega_1$ and $\Omega_2$, that interact through an interface $\Gamma = \bar{\Omega}_1 \cup \bar{\Omega}_2$. The two domains do not have the same importance from the modeling viewpoint. In particular, we assume that the goal of the simulation is to have a precise description of the dynamics occurring into $\Omega_1$, the main problem $P_1$, while an accurate solution of the secondary problem $P_2$ in $\Omega_2$ is needed only because of the interaction occurring between the two systems. The coupling is enforced via Domain Decomposition iterations (see, for instance, [1]). We solve time-dependent problems where several solutions of $P_2$ are required: the goal of the proposed technique
is to solve $\mathcal{P}_2$ only a few times and, possibly, offline. We assume that the secondary problem is linear and that the boundary conditions on $\partial \Omega_2 \setminus \Gamma$, as well as the force terms, are constant in time. Different kinds of interface conditions are considered, such as Dirichlet to Neumann, Neumann to Dirichlet or Robin to Dirichlet. On the other hand, no assumptions are made on the main problem.

From the mathematical viewpoint, the most natural way to describe the dynamics of $\mathcal{P}_2$ is to use the Steklov operator. An example of such operator is the Dirichlet to Neumann map (D2N) that associates to a given Dirichlet datum $g \in H^{1/2}(\Gamma)$ the trace of the normal derivative of $u$, the solution of the problem $-\Delta u = 0$ on $\Omega_2$. An extensive analysis on this subject can be found, for instance, in [2]. Even if the term Steklov operator is usually associated with the Laplace operator in the volume, we propose a method for a more general class of equations such as, for instance, the Stokes equations.

3 The reduced approach

The Steklov operator is non-local and therefore his finite-element matrix representation is a dense matrix of size $N_\Gamma \times N_\Gamma$, where $N_\Gamma$ denotes the number of degrees of freedom on the interface. In order to build this matrix, $N_\Gamma$ solutions of $\mathcal{P}_2$ are necessary. In several applications, such as the ones we are interested in, this matrix representation cannot be computed and stored.

In order to overcome this problem, we employ a very simple idea: we build a set of basis functions on $\Gamma$ and we solve the secondary problem off-line for the first $m$ ($m << N_\Gamma$) basis functions. The corresponding images of the Steklov operator will be used for the future online evaluations. The choice of the basis functions is important. The basis should be hierarchical, so that it is meaningful to take only the first $m$ functions. The natural choice is to use the eigenfunctions of the Laplace-Beltrami operator defined on $\Gamma$ because they are hierarchical and they also respect possible symmetries in the domain. They are computationally cheap to compute since it is enough to solve a sparse eigenproblem on the interface $\Gamma$.

Such an approximation of the Steklov operator can be interpreted as low-rank approximation where the Steklov eigenfunctions are approximated on the space spanned by the Laplace-Beltrami eigenfunctions.

We also remark that in simple geometries, where $\mathcal{P}_2$ can be analytically solved by separation of variables, the proposed approximation coincide with the low-rank one because the eigenfunctions of the Steklov operator and those of the Laplace-Beltrami operator are the same.

An interesting feature of this approach is that $\mathcal{P}_2$ is solved only in the off-line phase. This feature could be particularly useful when using different software for the different compartments. However, we also propose a way to perform an online update of the set of basis functions which requires the solution $\mathcal{P}_2$ during the online phase. We point out that the offline basis construction and the online update can be used alternatively or combined depending on the problem at hand and on the computational needs.

4 Results, conclusions and limitations

The reduced approach has been tested on some 3D numerical experiments. The results are consistent with the theoretical estimates on the convergence and on the computational costs. Three different systems have been tested so far: Stokes equations coupled with...
a simplified fluid, Stokes equations coupled with the flow through a porous media and, finally, linear elasticity coupled with Stokes equations.

The results are encouraging in terms of speed up for the solution of the secondary problem. In particular, the online time dedicated to solve $\mathcal{P}_2$ is negligible compared to that used for problem $\mathcal{P}_1$. An interesting side effect is a slight reduction of the number of Domain Decomposition iterations, therefore reducing also the time dedicated to the solution of $\mathcal{P}_1$.

As far as the online update is concerned, we obtained a good accuracy with a few online evaluations of the operator. We remark that the speed up of the entire simulations will depend mostly on the ratio between the sizes of the two problems. There are some limitations for using this approach: the method works on linear problems with force terms and boundary conditions that have to be constant in time. This for now limits the applicability of the method to quasi-static secondary problems.
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We present the CORSING (COmpRessed SolvING) method for the sparse approximation of PDEs [1, 2, 3]. The goal is to reduce the computational cost associated with the Petrov-Galerkin discretization of a PDE by means of the compressed sensing technique, recently introduced in signal processing [1]. Establishing an analogy between the measurement of a signal and the Petrov-Galerkin discretization method, the bilinear form associated with the weak formulation of the PDE acts as a “virtual” sensing device. As a consequence, the application of compressed sensing allows for: (1) a dramatic dimensionality reduction, obtained through randomization of the test space associated with the Petrov-Galerkin discretization; (2) the recovery with high probability of the best $s$-term approximation to the unknown solution with respect to a suitable trial basis, via efficient sparse optimization tools – e.g., the orthogonal matching pursuit algorithm.

We assess the performance of CORSING applied to the advection-diffusion-reaction equation and to the Stokes problem, adopting wavelets as trial functions and a trigonometric basis as test basis (or vice versa). The robustness and the reliability of the method are shown by means of a MATLAB® numerical implementation and a theoretical analysis based on the concept of local coherence between bases is presented.
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We propose a Semi-Lagrangian scheme accomplished with Radial Basis Function Interpolation for approximating a curvature-related level set model, which has been proposed by Zhao et al. in [7], to reconstruct unknown surfaces from sparse data sets. Semi-Lagrangian schemes for curvature-related equations have been first proposed in [3] and has gone through a number of improvements and applications, see in particular [1] for an in-depth convergence analysis. Successful technique for Surface Reconstruction makes use of Radial Basis Functions, see for instance [5, 4, 2]. We take advantage of the two different approaches, in particular our scheme can solve the level set method on unstructured grids, with a consequent reduction of grid’s dimension. Numerical tests show the behavior of our approach to reconstruct curves and surfaces.
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The variational model proposed in [1] includes thermal inelastic effects that describe the genesis and the propagation of cracks in brittle materials. In this context, the numerical modeling is usually performed via classical finite element schemes.

Regularized phase-field models of fracture exhibit two main length scales given by the domain size and the internal length characterizing the thickness of the smeared representation of the crack. The internal length is related to the limit stress in the material and it is typically very small with respect to the domain size.

In the context of uniform meshes, the coexistence of scales so different requires computational grids which are too fine, often making the computational effort prohibitive. Adaptive meshes can represent a remedy for containing the computational cost. Moreover, since fractures develop along definite directions, it can be computationally advantageous to exploit these intrinsic directionalities. Anisotropic adaptive meshes represent the ideal numerical tool with a view to a crack propagation modeling (see, e.g., [2]). Indeed, the employment of stretched elements can significantly reduce the cardinality of the mesh able to guarantee a desired accuracy on the solution.

Goal of this communication is to present a possible technique to generate an anisotropic adaptive mesh able to track crack evolution. For this purpose, we resort to an iterative procedure which combines the variational setting used to minimize the energy of the system at hand, with a metric-based mesh adaptive procedure driven by an anisotropic \emph{a posteriori} estimator for the discretization error. The numerical verification performed on standard benchmarks in the literature confirms the good accuracy guaranteed by
anisotropic grids which yield also a significant computational saving. Particular care is devoted to the tuning of the parameters involved in the whole iterative procedure.

Finally, a first attempt of parameter identification is performed with a view to the simulation of more realistic configurations.
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Semi-Lagrangian (SL) schemes (see [1] for a recent, extensive review) stem from the so-called Courant–Isaacson–Rees scheme, and are known to have less restrictive stability conditions with respect to conventional Eulerian scheme. Despite being initially conceived for purely hyperbolic problems, in recent times they have been adapted and increasingly applied to parabolic equation, especially at high Reynolds numbers, or in case of degenerate operators. Their use leads in this case to an explicit advection–diffusion solver which remains uniformly stable for vanishing viscosity.

We will present a two-dimensional framework for integrating such a SL solver in a vorticity–streamfunction model for the Navier–Stokes Equation (see [3]), discussing advantages and drawbacks, and validating the code by some classical benchmarks. Preliminary tests [2] show that the scheme provides an efficient treatment of the advection–diffusion step, allows for relatively large Courant numbers and correctly captures the transition from laminar to turbulent regime.
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In [3], we proposed a certification procedure to construct a genuine descent direction for a shape optimization problem approximated via the Finite Element Method. The resulting approach - named Certified Descent Algorithm (CDA) - accounts for the numerical error introduced by the discretization of the shape gradient to construct a guaranteed shape optimization strategy inspired by the Boundary Variation Algorithm [1]. The main features of the CDA are its ability to identify a genuine descent direction at each iteration of the procedure and the reliable stopping criterion for the overall optimization loop.

In this talk, we discuss an improvement of the CDA which relies on the construction of a fully-computable goal-oriented estimator of the error in the shape gradient based solely on local quantities [2] via the equilibrated fluxes approach proposed by Mozolevski and Prudhomme in [4]. Some preliminary numerical tests for the inverse identification problem of Electrical Impedance Tomography are presented.
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This minisymposium proposes a state of the art of modern and advanced numerical methods for complex problems and systems governed by partial differential equations (PDEs) and a survey of possible applications. Topics include: optimization and control in several contexts, from shape optimization in fluids to Hamilton-Jacobi equations, mesh
adaptivity, accurate high-order methods, model order reduction. Concerning applications, the focus is mainly on advanced numerical methods for computational fluid dynamics, including iso-geometric analysis for viscous flows, model reduction for turbulent patterns, bifurcation and stability in fluids, multiphysics (fluid-structure interaction) problems, cardiovascular flows.
Numerical simulation of fluid flows requires important computational efforts but it is essential in engineering applications. Reduced Order Model (ROM) can be employed whenever fast simulations are required, or in general, whenever a trade-off between computational cost and solution accuracy is a preeminent issue as in process optimization and control \[1\], \[2\]. In this work \[3\], the efforts have been put to develop a ROM for Computational Fluid Dynamics (CFD) application based on Finite Volume approximation, starting from the results available in turbulent Reynold-Averaged Navier Stokes simulations in order to enlarge the application field of Proper Orthogonal Decomposition – Reduced Order Model (POD – ROM) technique to more industrial fields \[4\]. The approach is tested in the classic benchmark of the numerical simulation of the 2D lid-driven cavity. In particular, two simulations at $\text{Re} = 10^3$ and $\text{Re} = 10^5$ have been considered in order to assess both a laminar and turbulent case. Some quantities have been compared with the Full Order Model in order to assess the performance of the proposed ROM procedure i.e., the kinetic energy of the system and the reconstructed quantities of interest (velocity, pressure and turbulent viscosity). In addition, for the laminar case, the comparison between the ROM steady-state solution and the data available in literature has been presented. The results have turned out to be very satisfactory both for the accuracy and the computational times. As a major outcome, the approach turns out not to be affected by the energy blow up issue characterising the results obtained by classic turbulent POD-Galerkin methods. Finally, a parametrized reduced order model related to a nuclear...
engineering problem is also presented to show a possible industrial application of the approach.
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Isogeometric Analysis (IGA) is a recent analysis framework (cf. [1]) aiming at bridging Computational Mechanics and Computer Aided Design (CAD). It can be seen as an extension of standard isoparametric finite element methods, where the functions typically used by CAD systems (e.g., NURBS) are adopted to describe both geometry and field variables. In addition to clear advantages in terms of geometry representation capabilities, the use of such functions lead to superior results with respect to standard finite elements on a per degree-of-freedom basis, thanks to their high regularity properties [2]. In the framework of NURBS-based IGA, Isogeometric collocation has recently emerged as an innovative and promising numerical technique combining the high-order approximation properties and geometric flexibility of isogeometric analysis with the efficiency and simplicity of collocation schemes [3]. In this work, isogeometric collocation methods are applied for the first time to nearly incompressible plane strain elasticity. In particular, we focus on both $u - p$ and $\sigma - u$ mixed approaches, using an enriched displacement field with respect to the pressure/stress field and an equal-order equal-mesh method for displacement and pressure/stress. A very surprising result is that the equal-order methods are stable and attain “optimal” convergence rates. This is in stark contrast with the situation for equal-order Galerkin methods. Standard benchmarks from the literature,
including a 3D example, are studied showing that mixed collocation methods are able to overcome locking phenomena of the primal method occurring when approaching the incompressible limit.
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Hierarchical model reduction methods for incompressible fluids: basics, advances, applications
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Hierarchical Model (HiMod) reduction methods provide surrogate models to describe phenomena with a dominant dynamics (e.g., blood flow in arteries, the hydrodynamics in river networks, the gasdynamics in an internal combustion engine), even though locally featuring relevant transverse components.

The driving idea of a HiMod reduction consists in a different discretization of the dominant and of the transverse dynamics, according to a separation of variables. In the original formulation [1], the mainstream is discretized via affine finite elements, and a modal approximation models the transverse dynamics. This approach leads to solve along the principal direction a "psicologically" one-dimensional model, whose coefficients automatically include the effect of the transverse dynamics. Additionally, the number of modes can be locally (and automatically) tuned along the mainstream, according to the meaningfulness of the transverse information [2]. Relatively few modes are expected to capture the transverse dynamics with an overall reduction of computational costs.

Our focus is on a haemodynamics setting. Thus, in this presentation, after introducing the basics for a HiMod reduction, we focus on the most recent advances of such an approach [3, 4]. In particular, we show a first application of the HiMod procedure to the blood flow modeling in a patient-specific stenotic coronary.

This is a joint work with Emory University in Atlanta, Università degli Studi di Pavia and University of Luxembourg. The support of clinical data by G. Guagliumi, Hospital Giovanni XXIII, Bergamo, is acknowledged.
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A Large Eddy Simulation approach for incompressible flows at moderately large Reynolds numbers
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We consider a Leray model with a deconvolution-based indicator function for the simulation of incompressible fluid flow at moderately large Reynolds number (in the range of few thousand) with under-refined meshes. For the implementation of the model, we adopt a three-step algorithm called evolve-filter-relax (EFR) that requires the solution of a Navier-Stokes problem, the solution of a Stokes-like problem to filter the Navier-Stokes velocity field, and a final relaxation step. We take advantage of a reformulation of the EFR algorithm as an operator splitting method to analyze the impact of the filter on the final solution vs a direct simulation of the Navier-Stokes equations. In addition, we provide some direction for tuning the parameters involved in the model based on physical and numerical arguments.

Our approach is validated against experimental data for fluid flow in an idealized medical device (consisting of a conical convergent, a narrow throat, and a sudden expansion, as recommended by the Food and Drug Administration). Numerical results are in good quantitative agreement with the measured axial components of the velocity and pressures for two different flow rates corresponding to turbulent regimes, even for meshes with a mesh size more than 40 times larger than the smallest turbulent scale. Through a large set of numerical experiments, we perform a preliminary sensitivity analysis of the computed solution to the parameters involved in the model.
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Reduced Order Methods: state of the art and perspectives with a focus on Computational Fluid Dynamics
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In this talk we deal with the state of the art of Reduced Order Methods (ROM) for parametric Partial Differential Equations (PDEs) and we provide some perspectives in their current trends and developments, with a special interest in Computational Fluid Dynamics (CFD) parametric problems. Systems modelled by PDEs are depending by several complex parameters in need of being reduced, even before the computational phase in a pre-processing step. Efficient parametrizations (random inputs, geometry, physics) are very important to be able to properly address an offline-online decoupling of the computational procedures and to allow competitive computational performances. Current ROM developments include: a better use of high fidelity methods, also spectral element method, enhancing the quality of the reduced model too; more efficient sampling techniques to reduce the number of the basis functions, retained as snapshots, and the dimension of online systems; the improvements of the certification of accuracy based on residual based error bounds and stability factors; for nonlinear system also investigations on bifurcations of parametric solutions is crucial and it may be obtained thanks to a reduced eigenvalue analysis. All the previous aspects are very important in CFD problems in order to be able to study complex industrial and biomedical flow problems in real time, and to couple viscous flows -velocity, pressure, and also thermal field - with a structural field or a porous medium. This last task requires also an efficient reduced parametric treatment of interfaces.
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We present a new computational pipeline for the Model Order Reduction, from the geometrical parametrization to the construction of the reduced basis, for complex design problems in engineering. The proposed approach relies on Free Form Deformation (FFD) for the geometrical parametrization, an improved “leave one out” strategy for the selection of the parameters value, and Proper Orthogonal Decomposition (POD) with interpolation of the POD coefficients for the online real-time evaluation. Since most of the time design engineers are interested in the outputs of a problem instead of the global solution, both the parameters selection and reduced basis construction are performed directly on the output of interest. After a general presentation of the methodology and computational pipeline and some results in motor yachts field, we show the application to the solution of steady RANS equations around the drivAer [1] model with parametric bumper shape. The outputs of interest, for example, are the pressure and wall stress fields on the car, which are fundamental for the computation of drag and lift coefficients. The results show a significant computational speed-up of order of millions with an error of about 4%. Alongside we briefly present two new python toolkit libraries developed at SISSA mathLab suited and designed for the model order reduction, namely PyGeM [2] and EZyRB [3].
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The proposed mini-symposium is related to the activities of the SIMAI Activity Group “SIMAI-SIMA”, whose aim is to promote and coordinate research activities on mathematical models and numerical methods for experimental data analysis, CAGD,
automation, animation, signal processing, image processing, scientific visualization, virtual reality.

The mini-symposium is intended to bring together researchers from different fields working on signal/image processing and approximation methods with the aim of presenting and sharing novel techniques, research results, and experience. A special emphasis will be put on the applications to real-world problems, from computer aided design to biomedical applications.

In particular, the confirmed speakers participating in the mini-symposium will present research advances both in the construction of suitable methods for data analysis (sampling, radial basis functions, multiple multiresolution analysis) and in the application to real-world problems (PET data analysis, tomographic image processing, anomalous viscoelastic damping).
Some finite bounds for testing the Hough regularity of special classes of algebraic curves
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Hough transform \[ 2 \] is a well-known pattern recognition technique for the recognition of straight lines and ellipses in images. Recently, it has been extended to families of algebraic curves \[ 1 \] and applied to real data \[ 3 \], like X-ray computed tomography (CT) images.

Let us consider a family of non-constant irreducible real polynomials:

\[ F(X, Y; \lambda) = \sum_{i,j=0}^{d} g_{ij}(\lambda) X^i Y^j, \quad 0 \leq i + j \leq d, \quad (1) \]

in the variables \( X, Y \), where \( \lambda = \lambda_1, \cdots, \lambda_t \) are real parameters and the coefficients \( g_{ij}(\lambda) \) are evaluations of real polynomials \( g_{ij}(\Lambda) \) in the indeterminates \( \Lambda = (\Lambda_1, \cdots, \Lambda_t) \). Let \( \mathcal{F} \) be the corresponding family of zero loci \( C_\lambda \) of \( F(X, Y; \lambda) \), and assume that each \( C_\lambda \) is an irreducible real curve in the affine plane \( \mathbb{A}^2_{(X,Y)}(\mathbb{R}) \), i.e., \( C_\lambda \) is an irreducible curve over the complex field with infinitely many real points in \( \mathbb{A}^2_{(X,Y)}(\mathbb{R}) \). If \( P = (x_P, y_P) \) is a point of \( \mathbb{A}^2_{(X,Y)}(\mathbb{R}) \), then the Hough transform of \( P \) (with respect to the family \( \mathcal{F} \)) is defined by the equation \( \Gamma_P(\Lambda) : F(x_P, y_P; \Lambda) = 0 \), where

\[ F(x_P, y_P; \Lambda) = \sum_{i,j=0}^{d} g_{ij}(\Lambda)x_P^i y_P^j, \quad 0 \leq i + j \leq d, \quad (2) \]

is a real polynomial in the indeterminates \( \Lambda = (\Lambda_1, \cdots, \Lambda_t) \). The following general facts hold true \[ \Pi \].

(a) The Hough transforms \( \Gamma_P(\mathcal{F}) \), when \( P \) varies on \( C_\lambda \), all pass through the point \( \lambda \).

(b) Assume that the Hough transforms \( \Gamma_P(\mathcal{F}) \), when \( P \) varies on \( C_\lambda \), have a point in common other than \( \lambda \), say \( \lambda' \). Thus the two curves \( C_\lambda, C_{\lambda'} \) coincide.

(c) (Regularity property) The following conditions are equivalent:

(i) For all curves \( C_\lambda, C_{\lambda'} \) in \( \mathcal{F} \), the equality \( C_\lambda = C_{\lambda'} \) implies \( \lambda = \lambda' \).

(ii) For each curve \( C_\lambda \) in \( \mathcal{F} \), one has \( \bigcap_{P \in C_\lambda} \Gamma_P(\mathcal{F}) = \lambda \).
The Hough regularity property, involving the infinite intersection of the Hough transforms of all the points on the curve, although theoretical solid, can be neither satisfied nor tested in the case of real, discretized data. Further, the computation of the intersection of the Hough transforms is the key step of the procedure for detecting an algebraic curve (the recognition algorithm), since it provides the parameters of the curve $C_\lambda$ best approximating the given dataset. Therefore, it is natural to ask whether $\bigcap_{p \in C_\lambda} \Gamma_p(F)$ can be rewritten as a finite intersection and how many Hough transforms are needed to define it. Under mild assumptions, we provide two bounds for the finite intersection. We compute these bounds for several algebraic curves and we test the robustness of these values when the recognition algorithm is employed with noisy data.
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Fractional differential equations have gained a great interest in the last decades. In fact, the memory (in time) or local (in space) effect due to fractional derivatives allows to model real world phenomena in a realistic way [3]. In particular, fractional differential equations are extensively used to model anomalous diffusion in several materials, like viscous fluids, porous media or biological tissues.

In this talk we present a wavelet method to solve the fractional-in-time differential diffusion problem

\[
\begin{align*}
D_t^\gamma u(t, x) - \frac{\partial^2}{\partial x^2} u(t, x) &= f(t, x), & t \in [0, T], & x \in [0, 1],
\end{align*}
\]

where \(D_t^\gamma u\), \(0 < \gamma < 1\), denotes the partial fractional derivative with respect to the time \(t\) (for definition and properties of the fractional derivative see, for instance, [3]).

The proposed method combines a wavelet collocation method in time and a wavelet Galerkin method in space that use the fractional wavelets associated to the fractional refinable functions introduced in [1] as approximating functions. The main advantage is in that both fractional and integer order derivatives of the fractional wavelets can be evaluated by a closed form that involves just the fractional difference operator [2]. We will show the effectiveness and efficiency of the method by some numerical tests.
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Net subdivision schemes are iterative algorithms to generate bivariate continuous functions by recursively refining nets of continuous univariate functions defined on grids of intersecting lines in the plane. In this talk we extend to nets of functions the corner cutting algorithm for sequences of points, initially investigated by Carl de Boor [1] to define univariate subdivision schemes for curve generation. Assuming that the corner cutting weights satisfy analogous conditions as those considered in the point setting by Gregory and Qu [2], we prove that corner cutting algorithms for nets of functions converge to bivariate continuous functions whenever the initial net consists of univariate continuous functions that are Lipschitz continuous on grid intervals.
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On directional scaling matrices in dimension $d = 2$

Milvia Rossini
Università di Milano Bicocca
via via Cozzi, 55 20125 - Milano Italy
milvia.rossini@unimib.it

Scaling matrices are the key ingredient in subdivision schemes and multiresolution analysis, because they fix the way to refine the given data and to manipulate them. It is known that the absolute value of the scaling matrix determinant gives the number of disjoint cosets which is strictly connected with the number of filters needed to analyze a signal and then to computational complexity. Among the classical scaling matrices, we find the family of shearlet matrices that have many interesting property that make them attractive when dealing with anisotropic problems. Their drawback is their relatively large determinant. The aim of this paper is to discuss systems of scaling matrices with the same good properties of shearlet matrices but with lower determinant.
Approximation methods by sampling type operators with applications to Digital Image Processing

Gianluca Vinti
Università degli Studi di Perugia
Dipartimento di Matematica e Informatica
Via Vanvitelli, 1 06123 - Perugia Italy
gianluca.vinti@unipg.it

The aim of this talk is to show that the theory of multivariate sampling type operators play a fundamental role in signal analysis and it has important applications to Digital Image Processing, see [1, 2, 3, 5, 6, 7]. In particular, we will discuss some recent applications to CT images for the study of vascular diseases. We will show how the implementation of the theory developed by the sampling type operators (see e.g., [5]), along with other Digital Image Processing algorithms, is useful for the diagnosis of abdominal aortic aneurysms (see e.g., [4]). Also recent applications to Energy Engineering will be examined.
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Hermite subdivision and multiwavelets with polynomial-exponential cancellation properties
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This talk deals with Hermite subdivision schemes, which are efficient iterative procedures for refining vector data, with the particular understanding that these vectors represent function values and consecutive derivatives up to a certain order. In particular, we focus on the preservation capabilities of such schemes when acting on elements in the space spanned by exponential and polynomials, and we show that this property is related to the possibility of factorizing the (level-dependent) subdivision operator in terms of the so-called annihilator operator. Such a factorization is the key for the construction of a class of Hermite-type multiwavelet filters possessing polynomial/exponential vanishing moments, which turn out to be useful in a wide range of applications.
The efficient solution of optimization problems arising in real applications increasingly calls for the development of efficient and easy-to-use implementations of derivative-free algorithms. In applicative contexts such as engineering design, medical image registration and design of algorithms (amongst many others), optimization problems are often defined by functions computed by costly simulation. A single simulation performed to evaluate the costly function may, for instance, require the solution of large systems of partial differential equations or even a costly measurement campaign, and hence, may take from a few minutes to many hours or days depending on the particular application. Functions have therefore to be treated as expensive black-boxes and due to the high computational cost involved, it is important to use optimization algorithms that produce reasonably
good solutions within a limited number of function evaluations. Moreover, optimization variables can be of different nature: continuous (e.g. geometrical parameters), integer (e.g. on/off element of a structure) or more generally categorical variables, which are discrete variables which identify an element of an unordered set (e.g. colors, shapes, or materials). 

The aim of this symposium is to present new advances in the solution of simulation based optimization problems via derivative-free optimization. The analyzed problems range from single and multi-objective nonlinear problems to multilevel problems of the min-max type and cover the cases of continuous and mixed-integer variables. Special attention will be devoted to the application of the proposed algorithms to real-life problems and to the discussion of implementation issues. Specifically, applications comprise:

- optimization of the start-up phase of a concentrated solar power plant;
- parametric design of centrifugal pumps;
- design of electrical wiring interconnection system for aircrafts;
- automatic parameter estimation of codes.
An implicit filtering-based algorithm for derivative free multiobjective optimization
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In this work we consider multiobjective optimization problems with bound constraints. We assume that the objective functions are continuously differentiable and that their gradients are not available. We present an algorithm combining direct search and implicit filtering approaches. At each iteration, a multiobjective variant of the classical coordinate search is performed. The implicit filtering phase starts whenever the coordinate search is unsuccessful, i.e. the coordinate search cannot produce a new nondominated point. The computed objective function values are employed to approximate the gradients of the objective functions, and a linear programming problem is solved to define a possible multiobjective descent direction. Then, a line search is performed along the computed direction. Global convergence results are stated, computational experiments are performed and the obtained results are presented and discussed.
Operational flexibility is the key feature for next generation power plants. The main flexibility requirements are (1) high efficiency part-load operation, (2) quick load changes (ramp-up, ramp-down) and (3) reduced start-up and shut-down times. This work focuses on the optimization of the start-up phase of an advanced Concentrated Solar Power (CSP) plant using molten salts as heat carrier with a high temperature storage system. While the optimization of the part-load steady-state operation is relatively straightforward, the optimization of the quick load changes and start-up/shut-down operations is a very challenging optimal control problem because of the complex dynamic models which are involved. Given the differential algebraic equations which describe the dynamic behavior of the power plant relating state variables with boundary conditions and control variables, it is necessary to determine the values of the control variables at each time instant $u(t)$ which lead to the minimum of a performance function (e.g., start-up time). Constraints are also included so as to avoid excessive mechanical stresses of the plant components and solidification of the molten salts. Due to the large number of state variables of the system and relatively small number of control variables, a single-shooting approach has been considered: like in black-box optimization, the optimization algorithm tunes the values of the control variables, and, for each solution sampled, the dynamic model is solved with
an ad hoc solver (e.g., DYMOLA, OpenModelica). Since computational time required by each dynamic simulation is very high, computing first and second order information is prohibitive. Hence we adopted a model-based derivative-free optimization algorithm tailored for costly function evaluations.
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Solving the problem of complexity might be one of the major goals of the 21st century: in the engineering field this is translated into high number of parameters to take into consideration as development projects are getting bigger and often too complex to be grasped entirely by one single person. In particular, complexity in aircraft is increasing significantly, incorporating more electric systems than before. For example, subsystems that were used to be pneumatic or hydraulic are now replaced by electric components. On top of that, charging capabilities and in-flight entertainment programs are now provided to all passengers. The wire harnesses that are used to connect all those systems together must now also convey more signals and power. From the point of view of design engineers, this requirement results in a high number of parameters to consider during the development process.

Electrical systems are used for flight control, sensors, engine control, flight management, communication, in-flight entertainment and for many other purposes in the aircraft. The connection of all these systems is done by what is called the Electrical Wiring Interconnection System (EWIS). This is the entire collection of electrical wiring, connectors, bus bars, shielding, sleeves, pressure seals, brackets, etc. For manufacturing and production purposes, the entire wiring system is produced in modular components. Each component is called wire harnesses and is the component to which all the wires are bundled. At the final assembly all these modular components are integrated into one full EWIS by connecting everything back together.

In this paper, a 48 harnesses optimization problem is use which is well representing the complexity described above. The strategies use to solve this complex problem are demonstrated. In this optimization problem we want to find the configuration with the minimum weight, the total weight is given by the cables sizing. Moreover, all functional constraints for electrical design (around 10,000 constraints for the maximum voltage drop) and for thermal design (around 40,000 for the maximum overheating) should be fulfilled. Given the large amount of design variables (10,000 variables representing the
size of the cables) and the number of constraints that describe the design space of real
gauge sizing problems, the challenge of optimizing such system has to be considered as
a high-dimensional, non-linear and a mixed integer problem with a mixing of discrete
and continuous input variables. In this kind of problems, not only optimizing, but even
finding a feasible solution can be consider a difficult task.

The use of machine learning techniques, an optimization approach based on the use
of Self-Organizing Maps (SOM) [2] (Self-Organizing Map Based Adaptive Sampling -
SOMBAS [1], see fig 1) and other techniques have contributed to an adaptive optimization
strategy to solve this EWIS problem. The fundamental idea of the SOMBAS approach
is an algorithm that learns to select new samples in the region of interest, using the
density learning mechanism that is used for SOM. The complete strategy put in place has
successfully demonstrated the optimization of high dimensional systems and particularly
the ability in finding feasible solutions for highly constrained problems.
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Optimization of algorithms with BFO, a trainable derivative-free Brute Force Optimizer for nonlinear problems with mixed variables
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Parameter tuning has widespread applications because it addresses a widespread problem: improving performance [2]. This performance is typically measured on the basis of a number of specific metrics reported by the algorithm after it has been run on valid input data. As an example, a measure of performance may consist in the number of iterations required by a nonlinear equation solver, in the number of objective gradient evaluations in an optimization solver, in the performed CPU time, etc. Algorithmic performance, be it in optimization or any other field, depend more or less critically on a number of parameters. The estimation of these parameters is extremely important to ensure the best algorithmic performance for the broadest class of problems and to provide reliable default settings to non-expert users. Some parameters may be real numbers, such as an initial trust-region radius, but they may also be discrete, such as the maximal number of iterations, or even categorical, such as a Boolean indicating whether exact or inexact Hessian is used. Moreover, these parameters may be required to remain between two, possibly infinite bounds, or may be constrained in a more complex way.

In the framework of the works [1,2], in this talk we provide formalizations of the parameter-tuning problem that enables us to treat it as a blackbox optimization problem and provide a solution strategy based on derivative-free direct-search methods. More generally, we present a new Matlab optimizer called BFO (Brute-Force Optimizer) for bound-constrained nonlinear (and possibly nonsmooth) problems. We assume that the evaluation of the objective function is time-consuming, and that no derivative is available. Moreover, no convexity assumption is made. Remarkable features of BFO are its ability to handle a mix of continuous and discrete variables, a versatile interface as well as a novel self-training option. Its performance compares favourably with that of NOMAD, a state-of-the art package. It is also applicable to multilevel equilibrium- or constrained-type problems. Its easy-to-use interface provides a number of user-oriented features, such as checkpointing and restart, variable scaling and early termination tools. The BFO code is freely available at https://sites.google.com/site/bfocode/.
References


Support Vector Machine applied to the parametric design of centrifugal pumps

Elisa Riccietti  
Università degli Studi di Firenze, DIMAI  
Viale Morgagni 67/a, 50134 - Firenze Italy  
elisa.riccietti@unifi.it

Andrea Arnone  
Università degli Studi di Firenze, DIEF  
Via di Santa Marta 4, 50134 - Firenze Italy  
andrea.arnone@unifi.it

Juri Bellucci  
Università degli Studi di Firenze, DIEF  
Via di Santa Marta 4, 50134 - Firenze Italy

Matteo Checcucci  
Università degli Studi di Firenze, DIEF  
Via di Santa Marta 4, 50134 - Firenze Italy

Michele Marconcini  
Università degli Studi di Firenze, DIEF  
Via di Santa Marta 4, 50134 - Firenze Italy

The aerodynamic and mechanical redesign of a turbomachinery component lead to analyze the performance of components with complex three-dimensional geometry, described by tens of geometrical parameters. Thus, the design space investigated becomes really vast and a lot of points are necessary to adequately sample it. Each point in the design space corresponds to a geometry that should be processed through Computational Fluid Dynamics (CFD) computations. However, the competitiveness of the business requires the design process to be as short as possible, so computationally expensive CFD calculations are usually coupled with regression meta-models, such as Artificial Neural Networks (ANN).

A regression model for each objective function defining the machine performance is built, to be applied to new geometries. However, it is impossible to take a priori into account of all the manufacturing or geometrical constraints. As an outcome, the most part of the analyzed geometries will result not feasible from a manufacturing point of view, or will reach a poor computational convergence. As a consequence a very high number of CFD computations has to be performed to generate a reasonably large training set of feasible geometries for the meta-model, as the most part of them turns out to be useless. Moreover, once the regression model is obtained it cannot be used to predict function values for randomly selected points of the design space, as it would yield meaningless values if an unfeasible geometry is found.

We present a strategy to overcome the aforementioned problem. The standard approach
based on CFD and ANN as a regression meta-model is coupled with Support Vector Machine (SVM). SVM is used as a classification meta-model with the aim of detecting the unfeasible parameters combinations among the samples randomly chosen in the design space. This has two benefits: it avoids useless CFD calculations during the ANN training phase, and it helps limiting the prediction of the objective functions values through the regression model to the feasible samples.

The results of this strategy applied to the parametric design of centrifugal pumps for a wide range of specific speeds are reported.
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In this work, we consider integer programming problems with both bound constraints on the variables and general nonlinear constraints, where objective and constraint function values can only be obtained by querying a black box. We define a new derivative-free method that combines the use of suitably generated sets of search directions with a specific penalty approach. Furthermore, we report the results of some preliminary numerical experiments on both bound constrained and nonlinearly constrained problems.
Learning, games, and optimization - Part I

Proposers

Roberto Lucchetti
Politecnico di Milano
Piazza Leonardo da Vinci, 32 20133 - Milano Italy
roberto.lucchetti@polimi.it

Lorenzo Rosasco
Università di Genova
Via Dodecaneso, 35 16146 Genova Italy
lrosasco@mit.edu

Silvia Villa
Istituto Italiano di Tecnologia
Via Morego, 30 16100 Genova Italy
silvia.villa@iit.it

Speakers

Nicolò Cesa-Bianchi (keynote)
Dip. di Informatica, Univ. di Milano
nicolo.cesa-bianchi@unimi.it

Nicola Basilico
Università degli Studi di Milano
nicola.basilico@unimi.it

Tomáš Kroupa
Dip. di Matematica, Univ. di Milano
Tomas.Kroupa@unimi.it

Fabio Nobile
École Polytechnique Fédérale de Lausanne
fabio.nobile@epfl.ch

Marcello Pelillo
Dip. di Scienze Ambientali, Informatica e Statistica, Univ. Ca’ Foscari Venezia
marcello.pelillo@gmail.com

Analytics, decision, and artificial intelligent systems have been recently revolutionized by data driven technologies fuelled with data of unprecedented size and complexity. The challenge of defining flexible models and data exploration strategies is paralleled by the need of efficiently processing big data-sets in possibly very high dimensions. The techniques to be employed arise from a combination of ideas and tools from a variety of diverse fields. Three main such fields are machine learning, game theory, and optimization. The goal of this mini-symposium is to gather experts from these fields to discuss mathematical challenges and potentially unveil novel connections.
**Relevance to SIMAI**  The challenges of modern data driven technologies ask for new sound solutions and novel synthesis of ideas from different fields of mathematics. The mini-symposium on the "Mathematics of learning from data" we organized in the 2014 meeting had a good impact in terms of interest and audience. We believe that the proposed mini-symposium offers a unique opportunity to foster new collaborations and engage the Italian applied mathematics community with the many opportunities of a new emerging field.
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Online learning methods quickly reduce the prediction risk on large, high-dimensional datasets. First order methods are particularly attractive as they typically enjoy computational complexity linear in the input size. However, the convergence of these methods crucially depends on the geometry of the data: running the same algorithm on a rotated set of examples can return vastly inferior results. Second order algorithms, such as Online Newton Step [1], have the attractive property of being invariant to linear transformations of the data, but typically require space and update time quadratic in the number of dimensions. In this work we describe a new online second order algorithm with provably good regret guarantees for ill-conditioned data. The algorithm is an enhanced version of Online Newton Step and uses sketching techniques to achieve a linear running time in the dimension (or even linear in the number of non-zero entries in case of sparse data). While the idea of data sketching is widely studied [2], as far as we know this work is the first one to apply it to the adversarial online learning setting providing rigorous regret guarantees. See the full paper [3] for more details.
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The introduction of the so–called leader–follower (or Stackelberg) equilibrium [5] has deeply influenced the Artificial Intelligence community, playing a central role in the study and deployment of many real–world applications (specifically in the security domain, e.g. [4]). The computational problem of finding a leader–follower equilibrium is well assessed for settings with one follower [1]. Differently, for games with multiple followers the results available in the literature are only sporadic. In this setting, a wide spectrum of scenarios arises and different properties can be observed, according to the nature of the game played by the followers. In this paper, we focus on the case where the followers play a Nash equilibrium [2] once the leader’s strategy is given. Under such terms, the problem of finding a leader–follower equilibrium is well–defined only when, given the strategy of the leader, the followers play the Nash equilibrium that is optimal for the leader (a.k.a. optimistic case). Instead, when the followers play a Nash equilibrium that is not optimal for the leader (including the case in which they play the worst Nash equilibrium for the leader, a.k.a. pessimistic case), the leader–follower equilibrium may not exist and only somehow approximated equilibria should be considered.

First, we show that the problem of finding a leader–follower equilibrium with 2 or more followers is not in Poly–APX unless P=NP even with Polymatrix games, and this result holds both in the optimistic and pessimistic cases. More precisely, we show that it is unlikely that there is a polynomial–time algorithm approximating the utility of the leader at the leader–follower equilibrium within a polynomial ratio in the number of actions of the players.

Next, we propose a number of algorithms based on non–linear mathematical programming to find an equilibrium, exploring both the general case in which players act in mixed strategies and the restricted case in which some player (i.e., either the leader or the followers) acts in pure strategies. Furthermore, we study both the optimistic case and the pessimistic case (here accepting a strategy profile in which the loss of the leader is
bounded by $\epsilon$). We conclude by providing a thorough experimental evaluation based on a standard testbed \[3\] to assess the scalability of our algorithms.
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Every continuous game defined over compact Hausdorff strategy spaces has a mixed Nash equilibrium by Glicksberg’s theorem [1]. However, these Nash equilibria can be arbitrarily complicated Borel probability measures even if the strategy spaces are real unit intervals. Considerable research effort has been focused on identifying sufficient conditions for the existence of finitely-supported Nash equilibria. As an example of such a condition, we recall the separability of payoff functions [3]. In this contribution we make initial steps towards the problem of finding Nash equilibria for the class of constant-sum two-player games over the unit square, where the payoff functions are continuous and piecewise affine. Our method is based on the unique polyhedral subdivision of the unit square associated with the payoff function of the first player. We construct a rectangular mesh whose purpose is to sample the joint strategy space in the regions where Nash equilibria are “most likely” supported [2]. It will be shown that this algorithm recovers finite equilibria for a certain class of games and we mention several heuristics how to solve the problem in general.
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We consider a general problem $F(u, y) = 0$ where $u$ is the unknown solution, possibly Hilbert-space valued, and $y$ a set of uncertain parameters. We specifically address the situation in which the parameter-to-solution map $u(y)$ is smooth, however $y$ could be very high (or even infinite) dimensional. In particular, we are interested in cases in which $F$ is a partial differential operator, $u$ a Hilbert-space valued function and $y$ a distributed, space and/or time varying, random field.

We aim at reconstructing the parameter-to-solution map $u(y)$ from noise-free or noisy observations in random points by discrete least squares on polynomial spaces associated to downward closed index sets. The noise-free case is relevant whenever the technique is used to construct metamodels, based on polynomial expansions, for the output of computer experiments. In the case of PDEs with random parameters, the metamodel is then used to approximate statistics of the output quantities.

We discuss the stability of discrete least squares on random points and present error bounds both in expectation and probability for a priori chosen index sets. We will also discuss theoretical bounds on the minimal error achievable if an optimal choice of the index set for a given sample is performed among all possible downward closed index sets of given cardinality. Our theoretical bound sets a benchmark for adaptive-type algorithms that aim at discovering the optimal polynomial space.
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Clustering refers to the process of extracting maximally coherent groups from a set of objects using pairwise, or high-order, similarities. Traditional approaches to this problem are based on the idea of partitioning the input data into a predetermined number of classes, thereby obtaining the clusters as a by-product of the partitioning process. In this talk, I’ll provide a brief review of recent work done in my group which offers a radically different view of the problem. In contrast to the classical approach, in fact, we attempt to provide a meaningful formalization of the very notion of a cluster and we show that game theory offers an attractive and unexplored perspective that serves well our purpose. To this end, we formulate the clustering problem in terms of a non-cooperative clustering game and show that a natural notion of a cluster turns out to be equivalent to a classical (evolutionary) game-theoretic equilibrium concept. We prove that the problem of finding the equilibria of our clustering game is equivalent to locally optimizing a polynomial function over the standard simplex, and we provide a discrete-time dynamics to perform this optimization, based on the Baum-Eagon inequality. The proposed grouping framework, which has already found applications in a variety of application fields, including computer vision, security and video surveillance, bioinformatics, etc., is general and can be applied to weighted graphs, digraphs and hypergraphs alike.
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Analytics, decision, and artificial intelligent systems have been recently revolutionized by data driven technologies fuelled with data of unprecedented size and complexity. The challenge of defining flexible models and data exploration strategies is paralleled by the need of efficiently processing big data-sets in possibly very high dimensions. The techniques to be employed arise from a combination of ideas and tools from a variety of diverse fields. Three main such fields are machine learning, game theory, and optimization. The goal of this mini-symposium is to gather experts from these fields to discuss mathematical challenges and potentially unveil novel connections.
Relevance to SIMAI  The challenges of modern data driven technologies ask for new sound solutions and novel synthesis of ideas from different fields of mathematics. The mini-symposium on the ”Mathematics of learning from data” we organized in the 2014 meeting had a good impact in terms of interest and audience. We believe that the proposed mini-symposium offers a unique opportunity to foster new collaborations and engage the italian applied mathematics community with the many opportunities of a new emerging field.
A parallel asynchronous lock-free algorithm for nonconvex big-data optimization
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We propose a novel parallel asynchronous lock-free algorithmic framework for the minimization of the sum of a smooth nonconvex function and a convex nonsmooth regularizer. This class of problems arises in many big-data applications, including deep learning, matrix completions, and tensor factorization. Key features of the proposed algorithm are: i) it deals with nonconvex objective functions; ii) it is parallel and asynchronous; and iii) it is lock-free, meaning that components of the vector variables may be written by some cores while being simultaneously read by others. Almost sure convergence to stationary solutions is proved. The method enjoys properties that improve to a great extent over current ones and numerical results show that it outperforms existing asynchronous algorithms on both convex and nonconvex problems.
Bilevel optimization for learning mixed noise models in imaging
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In this talk, we consider a PDE-constrained optimization approach to learn the optimal data model by means of training sets for some image denoising problems [1, 3]. The regularization term is fixed to be the Total Variation (TV) energy. The optimization procedure runs over two levels: the upper level, where a cost functional measuring the quality of the reconstruction is considered (examples are the $L^2$ norm and a smoothed version of the TV semi-norm), and the lower level, where the edge-preserving smoothing due to the TV energy is balanced against the data fitting terms by some weighting parameters to be determined throughout the optimization. After reviewing some well-posedness results, we focus in particular on the use of such strategy for learning the optimal weighting parameters in the case of the model recently proposed in [2] accounting for mixed noise distributions in a non-standard infimal-convolution fashion which allows for the decomposition of the noise into its constituent components. For an efficient and robust numerical optimization, quasi-Newton (BFGS) and Semi-Smooth Newton’s approaches [4] as well as sampling strategies are used to reduce the computational costs.
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In our Big Data era, more and more information becomes available to predict economic variables such as inflation or gross domestic product (GDP). We discuss the problem of forecasting a given macroeconomic or financial variable, based on the information contained in a large ensemble of (stationary) time series which, typically, exhibit both serial correlation (i.e. in time) and cross-sectional correlation (i.e. between different variables). To overcome overfitting issues, the standard method proposed in the econometric literature is principal component regression [3] but other regularized regression methods such as ridge or lasso can be used as well [2]. Asymptotic consistency results can be derived for the case where both the number of time samples and the number of time series tend to infinity. We present new asymptotic rates for ridge regression, under the assumption that the series obey a so-called factor model.

An alternative to the previous strategy is to use a collection of forecasts of a given variable resulting from different sources (individual forecasters in the case of surveys, small submodels, or else different models) and to combine them linearly in order to get improved accuracy. While the common practice is to use equal combination weights, we define optimal weights that minimize the mean square forecast error in the case of point forecasts or maximize a logarithmic score in the case of density forecasts. In [1], we show that the problem is naturally regularized by the assumption that these weights are positive and sum to one and we devise simple and efficient algorithms to compute the optimal combination weights. The methodology is applied to the combination of individual forecasts of GDP and inflation from the Survey of Professional Forecasters (SPF) dataset for the Euro Area.
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We propose and study a geometric extension of decision trees for unsupervised learning. In particular, we consider the problem of reconstructing a manifold from random samples and derive finite sample bounds depending on the intrinsic properties of the manifold. Our work is inspired by [1] and [2].
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Spectral clustering algorithms rely on the spectrum of some data-dependent matrices to perform clustering and usually a prior knowledge on the number of clusters is needed. We consider the setting of performing spectral clustering in a Hilbert space. We propose a new algorithm for spectral clustering that automatically estimates the number of classes and we study its convergence starting from an i.i.d. sample drawn according to an unknown probability distribution. The main idea is to view spectral clustering as a change of representation in a reproducing kernel Hilbert space, induced by a change of kernel. More precisely, our point of departure is the Ng, Jordan and Weiss algorithm, interpreted in a infinite-dimensional setting, where we replace the projection on the space spanned by the first eigenvectors of the Laplacian matrix with a soft truncation of the eigenvalues of the underlying integral operator. We also suggest with an example how spectral clustering, coupled with some preliminary change of representation in a reproducing kernel Hilbert space, can bring down the representation of classes to a low-dimensional space and how this approach may be used for image classification.
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This minisymposium deals with recent advances in reduced order methods focusing on research current frontiers. Several topics will be presented: efficient parametrization for complex systems governed by partial differential equations, domain decomposition of parametric domains, multi-physics couplings, optimization and control, data assimilation and inverse problems, certification of accuracy, sampling techniques. Reduced order modeling is a fast growing field in applied mathematics and in computational science and engineering. It allows to face more and more complex problems with competitive computational efforts,
often in a repetitive computational settings. Among the methodologies illustrated in this minisymposium we mention proper orthogonal decomposition, reduced basis method, proper generalized decomposition and hierarchical model reduction. Applications will include continuum mechanics, like heat and mass transfer, fluid mechanics for industrial, environmental and biomedicine problems, as well as structural mechanics and material science.
Recent advances the reduced basis simulation for advection-dominated problems
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Advection dominated equations is an important class of problems governed by time dependent Partial differential equations. Their numerical simulations is an important challenge for the community in numerical analysis and the class of reduced basis approximations has some difficulties to tackle these problems properly.
There are at least two reasons : the first one is due to the fact that the set of solutions (when time varies) is not with small Kolmogorov n-width — or at least does not seems so at first sight — the second is a stability issue one.
We propose here two new contributions that adresses the two issues and are explained independently in two publications [1], [2].
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In this talk we will focus on recent advances in reduced order modelling for parametrized problems in computational fluid dynamics, with a special attention to the case of fluid-structure interaction problems. We will propose reduced order versions of existing numerical scheme, based either on a monolithic [1] or a segregated approach [2]. In order to handle problem on moving domains, a geometrical parametrization is introduced to deform the reference configuration into the current (time varying) configuration. Special attention will be paid to an efficient reduction of the coupling conditions. Advantages and drawbacks of reduced order monolithic vs reduced order partitioned approaches will be highlighted. Moreover, the case of a particular partitioned procedure will be discussed in detailed, based on a semi-implicit operator-splitting approach. Two ROMs, which differ for the (weak vs strong) imposition of the velocity continuity coupling condition, will be discussed by means of a numerical test case, comparing the efficiency (in terms of speedup, required number of subiterations, etc.) and accuracy (with respect to the high-fidelity approach) of the proposed ROMs.
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We consider an optimal control problem where the dynamics is given by the propagation of a one-dimensional graph controlled by its normal speed, which has been proposed in [3]. A target corresponding to the final configuration of the front is given and we want to minimize the cost to reach the target. We want to solve this optimal control problem via the dynamic programming approach but it is well known that this methods suffers of the "curse of dimensionality" so that we can not apply the method to the semi-discrete version of the dynamical system. However, this is made possible by a reduced-order model for the level set equation which is based on Proper Orthogonal Decomposition (see [4]). This results in a new low-dimensional dynamical system which is sufficient to track the dynamics. By the numerical solution of the Hamilton-Jacobi-Bellman equation related to the POD approximation we can compute the feedback law and the corresponding optimal trajectory for the nonlinear front propagation problem (see [1] and the reference therein for the HJB-POD approach). In particular for solving the Bellman equation we will use the accelerated policy iteration algorithm proposed in [2]. We will present some numerical tests to show the efficiency of the proposed method.
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Model reduction for the dispersal of invasive species in a realistic landscape
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Invasive species can be a major threat for an ecosystem, and have been subject of several studies in the ecological community. In addition, contrasting exogenous agents can take a serious toll to the annual budget of Departments of Environmental Protection. Accurate mathematical models can be efficient predictive tools on which building a proper intervention strategy, but their development faces some nontrivial difficulties. One of the main difficulties in simulating the spread of an invasive species (animal or plant) in wildlife resides in properly taking into account the heterogeneities of the landscape [1]. Another major difficulty resides in the poor knowledge of the characterising parameters of the population dynamics itself, such as reproductive rate, carrying capacity of the environment, and dispersal speed. A direct approach to cope with this uncertainty is the Monte Carlo Method (MCM), a robust, flexible, and non-intrusive approach. As MCM does not impose any restriction on the distributions of the input parameters, distributions with fat tails that increase the frequency of occurrence for black-swan events can easily be used. However, MCM is characterised by a slow convergence rate, as it relies on sampling the stochastic space of parameters to perform a large amount of independent deterministic simulations. The use of MCM coupled with meta-models significantly improves the speed of the method. Meta-models rely on a limited number of deterministic simulations and suitable interpolation techniques such as Kriging to identify a response surface for Quantities of Interest, whose computation is the actual objective of the MCM. The convergence rate is always $1/\sqrt{N}$, but the extremely fast computation for each parameter sample allows to increase the number of Monte Carlo samples ad libitum. We will introduce the MCM with meta-models technique and show the effectiveness of our method in the dispersal of a generic exogenous agent in the region of the Basque Country.
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Problems where several objective functions have to be simultaneously optimized, often arise in many applicative contexts. Compared with optimal control problems with a single objective functions, multiobjective problems are more complex and require longer computational times to be solved. Reduced order techniques for the numerical solution of multiobjective optimization with linear and semilinear PDEs constraints are proposed. The aim is to find solutions in reasonable computational times which do not penalize the optimization of any objective function and which represent a good compromises for all the individual ones. In general, does not exist a single optimal solution, but there exists a (possibly infinite) number of optimal solutions, called Pareto points. In the multiobjective optimization theory, the Pareto optimality allows to determine efficient optimal points for all the considered objective functions [1]. We apply the reduced basis method [2] in this context to handle the computational complexity and resolution times of the problem and, at the same time, to ensure a suitable level of the solution accuracy.
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This minisymposium deals with recent advances in reduced order methods focusing on research current frontiers. Several topics will be presented: efficient parametrization for complex systems governed by partial differential equations, domain decomposition of parametric domains, multi-physics couplings, optimization and control, data assimilation and inverse problems, certification of accuracy, sampling techniques. Reduced order modeling is a fast growing field in applied mathematics and in computational science and engineering. It allows to face more and more complex problems with competitive computational efforts,
often in a repetitive computational settings. Among the methodologies illustrated in this minisymposium we mention proper orthogonal decomposition, reduced basis method, proper generalized decomposition and hierarchical model reduction. Applications will include continuum mechanics, like heat and mass transfer, fluid mechanics for industrial, environmental and biomedicine problems, as well as structural mechanics and material science.
A MOR method to speed up the simulation of highly nonlinear oscillatory electronic circuits
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The electronics industry has always been one of the most stimulating environments for techniques in the area of model order reduction. Starting with the advent of AWE, and the subsequent development of PVL, PRIMA and other methods, one always encounters examples from the electronics industry, more specifically for device and circuit simulation. Although slowly but steadily other application domains are entering the field, the electronics industry remains a prime source for challenges in model order reduction. Especially for nonlinear and highly oscillatory circuits, there is a big challenge, as simulation times are often a few days or even weeks, and this is not acceptable for designers. What’s more, when looking at the solutions generated in the time domain, one gets the feeling that it should be possible to model the behaviour in a more concise and compact way, as solutions only change very slowly from one period to another. However, how to capture this slowly changing behaviour is a challenge in itself. Initially, we have been thinking of applications of (D)EIM or POD, but so far the attempts were not successful. An important case of so-called quasi-periodic circuits with very long simulation time are phaselocked loops (PLLs). PLLs find their applications in wireless systems, digital circuits and medical devices. Time domain analyses are performed by numerically integrating the circuit’s DAEs. For PLLs, the time step during integration is related to the PLL’s output frequency $f_{\text{out}}$, which is often in the GHz range, meaning that a huge number of steps will be made. Designers simulate PLLs for a large period of time to extract important characteristics such as power consumption, locking time, phase noise and jitter. Previous work on speeding up the simulation of PLLs is based on partial or full replacement of PLL blocks by macromodels, others use full TL simulation (e.g., see [1, 2, 3]). However, none of them estimates all the PLL characteristics very well. In fact, promising initial work was done in the 1990’s, but necessary improvements to truly speed up simulations were not found. We propose a technique to accurately extract all the aforementioned characteristics of PLL’s while very substantially accelerating noise-free and noisy simulations, by replacing only the VCO and divider blocks in the PLL with a single phase macromodel, built through steady-state (SST) analyses [4, 5] and SST noise methods [6, 7]. The method leads to a reduced order model for the full PLL. The methodology is applicable to other types of highly nonlinear and oscillatory devices, and we will also indicate future work on such devices that are even more challenging.
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Classical model reduction techniques approximate the solution of a physical model by a limited number of global modes. However, when the physics of the model is mainly characterized by advection, the non-local representation of the solution by global modes essentially reduces to a Fourier expansion. Principal Component Analysis (PCA) is the main tool behind many techniques to perform model reduction of systems of partial differential equations (PDEs). The principle of PCA is to find a global base of a small dimensional subspace in such a way that the solution of a given PDE is accurately represented in this subspace. This is the main idea behind Proper Orthogonal Decomposition (POD): POD extracts a basis that minimizes the $L^2$ average distance between the reduced representation and a solution database. POD approximations are usually satisfactory for those problems where the solution has a global behavior or is periodic, but perform poorly for systems characterized by concentrated structures that are mapped as a function of parameter variations. The main reason for this is that a simple shift cannot be represented by a finite linear combination of global modes. The reduced basis method is another global mode approach alternative to POD, with a rigorous mathematical setting for certain classes of elliptic or parabolic problems. Alternatives to POD taking implicitly into account the notion of transport in the definition of a global reduced basis are provided by Koopman modes and Dynamic Mode Decomposition (DMD). These approaches assume the existence of a linear propagator whose spectrum provides a frequency-based mode decomposition of the considered evolution. Other authors derive specific modes for the advection operator via a greedy collocation algorithm. Our objective is different. We introduce the notion of advection modes: when advection is the leading phenomenon, a hierarchy of advection modes can adequately approximate the mapping of coherent structures. The advection modes can be found based on the solution of Monge-Kantorovich mass transfer problems as in. Examples pertaining to unsteady compressible flows will be presented.
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A Reduced Order Modeling Strategy for Real Time Structural Assessment from Sparse Measurements
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Next generations of transportation systems will be able to autonomously develop operative strategies in real time, taking into account the evolution of their health condition along with the dynamic changes of the surrounding environment. A practical example is the case of autonomous aerospace vehicles that dynamically adapt their mission to the evolution of their structural state. For problems of this kind, a first challenge is the limited time and resources that can be dedicated on board to data processing; in addition, cost and weight of state-of-the-art sensing technologies represent another relevant constraint and motivate the development of strategies to optimize sensors placement. Finally, both onboard measurements and inference from sparse sensor data introduce uncertainties that can potentially affect the overall data to decisions process.

In previous works [1, 2] we proposed to write this class of problems in the form of a sense-infer-plan-act information flow associated to two distinct sets of quantities of interest: measured quantities of interest and capability quantities of interest. Measurements are physical quantities that can be monitored with sensors (e.g. strain components) and represent the source of information about the state of a system (e.g. damage condition); capabilities (e.g. failure indices) are quantities that dynamically evolve with the state of a system and limit the space of possible actions. Then, we tackled the specific time-critical problem of estimating capabilities from measurements. Our methodology relies on an offline-online approach and combines reduced order modeling, data-fit surrogate modeling, and clustering techniques into a multistep flexible computational framework.

This talk illustrates our offline-online approach for an aerospace structural application involving a damage assessment problem. The particular implementation adopts parametric proper orthogonal decomposition to obtain the first reduction, self-organizing maps to achieve model localization, and polynomial response surfaces to build localized models that map from measured data to system capabilities. The discussion focuses on our extensive investigations and recent improvements for the case of sparse sensor measurements affected by uncertainties. We present tuning strategies to obtain rapid and effective capability evaluations accounting for measurements uncertainty. Along with the relevant time savings, our studies demonstrate the possibility to achieve normalized root mean square errors of about 6%, 1.5% and 1.3% in predicting capabilities from incomplete onboard measurements that present 95%, 80% and 50% of missing data, respectively.
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A recent approach to non-Gaussian Bayesian inference seeks a deterministic transport map that pushes forward a reference density to the posterior. In this talk, we address the computation of transport maps in high dimensions. In particular, we show how the Markov structure of the posterior density induces low-dimensional parameterizations of the transport map. Topics include the sparsity of inverse triangular transports, the ordering of the Knothe-Rosenblatt rearrangement, decompositions of transports, and other related ideas in dimensionality reduction for Bayesian inversion.
Optimal feedback control of reduced-order semilinear parabolic equations
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Feedback control design plays a fundamental role in modern engineering. For an optimality-based formulation of the control problem, the Dynamic Programming Principle allows the characterization of the associated value function as the viscosity solution of a first-order, fully nonlinear Hamilton-Jacobi-Bellman equation. The equation is defined over the state-space of the controlled dynamical system and therefore, even control problems over low-dimensional dynamics lead to HJB equations of high complexity. In this talk, we present an approximation framework to compute (sub)optimal feedback controllers based on the solution of a Generalized HJB equation and a policy iteration algorithm. The controller is computed upon a state space representation of reduced dimension, obtained via spectral elements. Problems arising from the feedback control of partial differential equations illustrate the effectiveness of our approach in a high-dimensional context.
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Computational optimization is an important paradigm with a wide range of applications in engineering design and control, computational chemistry, computer science, industry, economics and management [1, 2]. In many cases, the search for optimality is challenging, either because of the high computational cost of evaluating objectives and constraints, or because of the nonlinearity, multimodality, discontinuity and uncertainty of the problem functions in the real-world systems.

The aim of this minisymposium is to provide some recent advances in computational optimization, that lead to novel techniques for local and global minimization, and for the solution of systems of nonlinear equalities and inequalities. The algorithms are especially tuned to address significant applications arising from different domains, such as the
shape-from-shading technique (in computer vision), the management of logistic processes, the design of complex engineering systems.
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The Global Minimization Problem Using Space-filling Curves
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Many decision-making problems arising in various fields of human activity (technological processes, economic models, etc.) can be stated as global optimization problems (see, e.g., [1,2,3,8,10]). An interesting application is, for example, that of the detection of the first zero-crossing in a measurement signal set [7]. This problem arises in the non-parametric identification of special signals, in the Wavelet transform and image processing [6,11]. Objective functions describing real-life applications are very often multiextremal, nondifferentiable, and hard to evaluate. Numerical techniques for finding solutions to such problems have been widely discussed in the literature (see, e.g., [9,10]). In this talk, the Lipschitz global optimization problem is considered.

Mathematically, the global optimization problem considered in the paper can be formulated as minimization of a multidimensional multiextremal “black-box” function that satisfies the Lipschitz condition over a domain $[a,b] \subset \mathbb{R}^N$ with an unknown constant $L$, i.e., finding the value $F^*$ and points $y^*$ such that

$$F^* = F(y^*) = \min \{ F(y) : y \in [a,b] \},$$

$$|F(y') - F(y'')| \leq L\|y' - y''\|, \quad y', y'' \in [a,b],$$

with a constant $L$, $0 < L < \infty$. To attack the problem we consider the following two ideas. First, an approach that uses numerical approximations of space-filling curves to reduce the original Lipschitz multi-dimensional problem to a univariate one satisfying the Hölder condition [4,9] is applied. Second, we propose several techniques for acquiring the Hölder information that can be distinguished with respect to the way the Hölder constant is estimated during the process of optimization. In particular, we consider techniques that use either a global estimate of the Hölder constant valid for the whole search region, or local estimates $H_i$ valid only for some subregions of the domain [4]. Moreover, a new geometric technique working with a number of possible Hölder constants chosen from a set of values varying from zero to infinity is considered showing so that ideas introduced in a popular DIRECT method can be used in the Hölder global optimization [5].

Acknowledgements The research of Ya.D. Sergeyev was supported by the Russian Science Foundation, project No 15-11-30022 “Global optimization, supercomputing computations, and applications”.
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On the solution of constrained nonlinear systems with applications to gas distribution networks
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Systems of nonlinear equations subject to constraints model a variety of applications, such as oil and gas extraction, gas transportation and distribution. The dimension of such systems varies widely among the applications considered. The numerical solution of constrained systems has been intensively investigated in the last years. Most of the proposed methods require the calculation of partial derivatives of the nonlinear mapping and are Newton-based procedures. On the other hand, in medium and large scale problems, iterations may be burdensome unless the Jacobian matrix is structured and proper computations reduce the computational effort. Whenever computing derivatives and solving the linear algebra phase arising at each iteration is costly, Quasi-Newton methods may become competitive. Interestingly, suitable implementations of Quasi-Newton methods do not involve derivatives at all.

In this talk we present a new Quasi-Newton method for constrained nonlinear systems. Throughout the iterative process, both the computation of the trial steps and the globalization strategy are performed without requiring derivatives of the nonlinear mapping. We discuss the theoretical properties of the proposed approach and different implementations. Experimental results on problems from the literature and on gas distribution networks are presented.
Optimization problems in the operational management of a container terminal
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The sea world trade and, in particular, that of containerized cargo, has steeply increased in the last decades. Therefore, transshipment container terminals (hubs) are become the most relevant nodes in the worldwide transportation network. A transshipment port is a very complex system, where daily a large number of processes need to be optimized, and the related terminal resources coordinated, in order to guarantee valuable rates of efficiency. Therefore the terminal managers have to face the increasing freight volumes, the handling of always larger containerships, while efficiently managing the available resources (equipment and manpower) and the related logistic processes. Although the decision making process is usually hierarchical, which leads to tackle each managerial problem on separate and independent stages, problems still remain very difficult to solve. Actually most of them are modeled as Integer Linear Programs, characterized by a huge number of decision variables and constraints. For this reason they represent a challenging task for standard optimization methods: commercial solvers embedding classical algorithms often fail also in computing feasible solutions in a reasonable amount of time.

We briefly survey the most significant optimization problems arising in the management of a transshipment container terminal at the operational level. In particular we refer to the Gioia Tauro Container Terminal, one of the most important hub ports in the Mediterranean Sea. Some of these problems have been extensively studied in the scientific literature: we outline our point of view and the contribution of our past research to their solution [3]. Then we focus on some new problems which are the object of our current research.

Terminal operations and decision problems

The main activity of a transshipment container terminal consists in loading/unloading containers into/from vessels, by means of quay cranes. The decision problems originating from this basic process can be individuated and grouped in relation to the flow of containers
inside the terminal. Containers enter and leave the terminals by means of containerships. Therefore the first decision concerns where and when a containership has to be berthed along the quay. This is the Berth Allocation Problem. Here different optimality criteria can be used. However, the (weighted) sum of the time the containerships spend in port is widely adopted (turnaround time) [2].

Once a containership is moored at the quay, the discharging/loading process of containers can effectively start. To optimize this process, the terminal planners have to decide the number of quay cranes to allocate to the containership, and the sequence of containers each quay crane has to handle. This is the Quay Crane Assignment and Scheduling Problem [1]. In this problem it is quite obvious to minimize the time when the last operation on the containership is executed (makespan). Closely related to the Quay Crane Assignment and Scheduling Problem is the Ship Stowage Planning Problem, that is to decide how the export containers have to be placed within the containership, assuming to be given the sequence of containers handled by the quay cranes, in order to minimize the terminal operative costs [5]. The above described problems pertain to the so called quay-side operation planning.

A second group of problems constitute the transport operation planning, where the movements of containers between the quay and the yard must be decided. This category of problems strictly depend on the particular terminal one considers, that is on the equipment used and on the layout and organization of the yard. Gioia Tauro has large storage spaces, where stacks are up to four containers high, and uses mobile cranes called straddle carriers. They are machines capable to transport (and stack) one or two twenty-feet containers. The wideness of the space where the straddle carriers operate and the limited transport capacity call for optimizing the distance they travel in moving containers between the yard and the quay, in particular the distance to reach the next container to be moved (empty travels) [3].

The third and last group of problems concern the yard logistics, that includes all the decision problems related to the planning of the storage spaces. Here the objectives are mainly oriented at attaining a fast retrieval of the export containers and to maintain the stacking spaces as de-fragmented as possible. This is achieved by deciding where import containers have to be allocated and where and when the stored containers have to be eventually reallocated, in order to make room for the forthcoming containers [3].

In closing this brief review one has to consider that the container handling is executed by means of manned machines. Therefore there are always human operators to be considered when the operations of the terminal are planned. The Manpower Planning Problem at a container terminal concerns the ground crew, that is, workers (drivers, checkers, deck-men, risers) involved in the activities related to loading/discharging operations, as well as to the handling of containers on the yard [3].

It is worthy to underline that the above described problems depend on each other, although we have described them as stand-alone problems. As an example one has just to observe that the time a containership spends in port depends on:

1. the number of quay cranes allocated to its handling, and on the stowing position of the containers;

2. the distance between the berth and the yard block where the import containers must be stacked (or the export containers are stored);

3. the number of workers involved in the loading/dischargin operations.
New research trends

**Direct Transshipment**  Transshipment container terminals are characterized by a bidirectional flow of containers: containers discharged from a vessel are usually stored in the yard, and then loaded on different vessels. The storage phase allows to decouple in time the import and export container flows. Therefore, if the sojourn time of the containers (dwell-time) in the yard is sufficiently long, the discharging and loading operations are independent, so that they can be planned and scheduled separately and efficiently. On the other hand, high dwell-times represent a drawback for the terminal management as well as for the shipping operators. Actually the former would increase the terminal throughput by reducing the dwell-times, and the shipping operators would reduce the port fees. This amounts to say that short dwell-times is a common target for the two main operators of the transshipment market. In view of that, the terminal planners are considering the feasibility of a new operational modality, called *Live Connection*. In this modality a discharged container is immediately transshipped to the outgoing vessel, completely skipping the yard storage phase. Here we are concerned with the case of two vessels, simultaneously berthed at not necessarily adjacent berths, given that sufficient terminal resources (machines and operators) have been previously allocated. We assume that some of the containers discharged from each of them must be directly loaded into the other, while the rest of the cargo follows the conventional transshipment flow (quay-yard-quay). In the direct transshipment modality the unloading and loading operations are no longer independent and the related scheduling processes are concurrent: the same container represents two dependent tasks, to be executed by different machines (quay cranes) operating on different vessels, linked by a strict precedence relationship. Clearly the stowing position of the containers directly transshipped to the export vessel is unknown. Thus the aim is to schedule all the vessel operations and decide the stowage positions for the containers directly transshipped, so as to minimize their waiting time and the overall service time of the vessels. For this problem we present a Linear Integer model proposed in [4], describe some advances in the solution procedure based on the Tabu Search paradigm and discuss the numerical experience.

**Maintenance Planning**  There is a wide agreement on the fact that the reliability and availability of the cargo handling equipment play a very relevant role to guarantee a high quality service. Actually, the most significant indicators of the global terminal performance (throughput, turnaround time) are related to the vessel service time, which, on turn, is strongly influenced by the continuous availability and full functionality of the technical resources. Nevertheless, the planning and management of the equipment repair and maintenance has not received, so far, enough attention in the scientific literature. In order to introduce the problem, it is worthy to underline that most of the maintenance activities require the downtime of the involved equipment; therefore it is not easy to allocate suitable servicing time windows without affecting the terminal operative continuity. For this reason, the planning of the maintenance activities follows a two-phase process. On the basis of the weekly berthing plan, the service records and the forthcoming deadlines for the preventive maintenance activities of the equipment, the first phase (long-term planning) is aimed at selecting the equipment to inspect. Then, given the set of equipment to be serviced, the second phase (short-term planning) consists of scheduling all the maintenance activities, while taking into account the availability of the workers responsible for the maintenance.
Here we describe an optimization model for the periodic preventive maintenance of the
container handling equipment. Inspired by the real context of the Gioia Tauro container terminal, we discuss the problem, and focus on the short-term planning problem. Some preliminary numerical results on real instances are presented.
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We propose an algorithmic framework for the solution of Quadratic Programming problems with a Single Linear equality constraint and lower and upper Bounds (SLBQP problems):

\[
\min \quad \frac{1}{2} x^T H x - c^T x, \\
\text{s.t.} \quad l \leq x \leq u, \\
a^T x = b,
\]

where \( H \in \mathbb{R}^{n \times n} \) is symmetric positive definite, \( a, c, l, u \in \mathbb{R}^n \) and \( b \in \mathbb{R} \). Problems of this type arise in many applications, e.g. Support Vector Machine training, portfolio selection, multicommodity network flow and logistics [4, 6, 7]. Furthermore, SLBQP problems can be regarded as “building blocks” for the solution of some more general nonlinear constrained problems.

Inspired by the GPCG method [5] for bound-constrained quadratic programming, the algorithms in our framework alternate between two phases until convergence:

- an identification phase, which performs Gradient Projection iterations, using Barzilai-Borwein or Cauchy steps, until either a candidate active set is identified or no reasonable progress toward the solution is made;

- a minimization phase, which reduces the objective function in the working set defined by the identification phase, by applying either the SDC or the SDA method recently proposed for unconstrained quadratic programming [3, 1].

Attention is devoted to the formulation of the reduced problem in the minimization phase, by taking into account information on the spectral properties of the reduced Hessian. The algorithmic framework also allows to exploit the effectiveness of SDA and SDC, as well
as their regularizing properties \[2\], in a constrained optimization setting. The results of numerical experiments carried out on several SLBQP problems show the effectiveness of the proposed approach.
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Simulation Based Design Optimization (SBDO) supports the design of complex engineering systems. The process consists in the application of several numerical simulations with the aim of exploring and assessing the design opportunities among all the feasible design solutions. The multi-objective optimization algorithm manages the search of the best compromise between all the design objectives (such as the resistance and seakeeping of a ship or the drag and weight of an airplane), generally provided in terms of Pareto fronts.

The objective functions may be noisy and/or often their derivatives are not directly provided by the simulation tools. Therefore, derivative-free optimization algorithms are used as a viable option for the SBDO process. Local or global optimization algorithms are preferred, whether a fine search region is or is not known a priori. The first class of algorithms explores accurately a limited domain region, whereas the second explores efficiently the entire design space, providing approximate solutions to the decision problem.

In order to combine the accuracy of local algorithms with the exploration capability of global methods for multi-objective problems, a multi-objective deterministic particle swarm optimization (MODPSO) \cite{4,5} is combined with a derivative-free multi-objective (DFMO) \cite{3} local optimization algorithm.

MODPSO is a multi-objective extension of the single-objective deterministic PSO \cite{1,6}. The global attractor of each swarm particle is the closest point of the global Pareto front. The personal attractor is selected using two different implementations, namely MODPSO1 and MODPSO3 (see, \cite{4,5}): MODPSO1 uses the closest point of the personal Pareto front; MODPSO3 uses the position associated with the personal minimum of an aggregated objective function. The global and personal attractor distances are computed in the variables domain.

DFMO is a derivative-free algorithm for constrained (possibly) non-smooth multi-objective problems. It is a so-called a “posteriori” method in the sense that it is able to approximate the entire Pareto front by producing in output a set of non-dominated points. More in particular, at every iteration, the algorithm produces (or updates) a set of non-dominated points (rather than a single point, as it is common in the single-objective case). As the iteration count grows, these sets of points tend to the real Pareto front of the problem. Other relevant features of DFMO are: i) a linesearch approach that takes into account the presence of multiple objectives; ii) an exact penalty approach for dealing with the nonlinear constraints.

At each iteration, for each point in the current set of non-dominated points, DFMO starts a linesearch along a suitably generated direction. If such a direction is able to guarantee “sufficient” decrease, then a “sufficiently” large movement along the direction is performed. This allows to (possibly) improve the current set of non-dominated points. A non trivial issue about combining MODPSO and DFMO is to define when and where from the local search should starts. Herein, the local search associated to a specific particle starts when the particle speed decreases under a threshold value $\beta$.

At each iteration, for each point in the current set of non-dominated points, DFMO starts a linesearch along a suitably generated direction. If such a direction is able to guarantee “sufficient” decrease, then a “sufficiently” large movement along the direction is performed. This allows to (possibly) improve the current set of non-dominated points. A non trivial issue about combining MODPSO and DFMO is to define when and where from the local search should starts. Herein, the local search associated to a specific particle starts when the particle speed decreases under a threshold value $\beta$.

The local search starts either from the current position of the particle or from the global attractor associated with the particle. The hybridization of MODPSO with DFMO is shown in the block diagram below (see Fig. 1), where $N_p$ is the number of particles of MODPSO and $x_i$ is the starting point for DFMO. The resulting global/local hybrid implementations (see Tab. 1) are tested using 45 analytical problems, with a number of variables ranging from 1 to 30 and a number of objectives ranging from 2 to 3. The per-
Performances of the algorithms are assessed considering four metrics: Generational Distance (GD), Inverted Generational Distance (IGD) [7], their combination Generational Merit Factor (GMF) [4], and a normalized version of Hypervolume (NHV) [8,2]. Figure 2 shows, on average, the performances of combined hybrid and separate global and local algorithms in terms of GD, IGD, GMF, and NHV. Lower values of GD, IGD, and GMF correspond to better performances, conversely higher values of NHV correspond to better performing algorithms. The hybrid algorithms overperform the separate global and local methods, starting from medium/high budgets of function evaluations. Figure 3 shows three examples of approximated Pareto fronts provided by DFMO, MODPSO3, and HMODPSO3-G. In conclusion, the hybridization of MODPSO with DFMO has been investigated, using two criteria for the activation of the local search. 45 analytical test problems and four performance metrics have been used in order to assess the algorithm performances. The hybrid algorithms have shown promising improvements for medium/high budgets of functions evaluations. Future work includes the investigation of additional criteria for activating the local search, based on the quality of the approximated Pareto front.
Figure 3: Examples of Pareto fronts, with comparison between combined hybrid and separate global and local algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MODPSO global attractor</th>
<th>MODPSO personal attractor</th>
<th>DFMO starting point</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMODPSO1</td>
<td>Closest point of the global Pareto front</td>
<td>Closest point of the personal Pareto front</td>
<td>Particle position</td>
</tr>
<tr>
<td>HMODPSO3</td>
<td>Closest point of the global Pareto front</td>
<td>Personal minimum of an aggregated objective function</td>
<td>Particle position</td>
</tr>
<tr>
<td>HMODPSO1-G</td>
<td>Closest point of the global Pareto front</td>
<td>Closest point of the personal Pareto front</td>
<td>Global attractor</td>
</tr>
<tr>
<td>HMODPSO3-G</td>
<td>Closest point of the global Pareto front</td>
<td>Personal minimum of an aggregated objective function</td>
<td>Global attractor</td>
</tr>
</tbody>
</table>

Table 1: Hybrid algorithm nomenclature
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In this talk we will address the numerical solution of ill-posed, potentially rank-deficient, nonlinear systems and nonlinear least-squares. We will analyse algorithms belonging to a trust-region framework. The noise-free case as well as the realistic situation where noisy data are given will be considered and conditions under which these methods can be seen as regularizing methods for ill-posed problems will be given. The methods rely on a trust region radius choice ensuring regularizing properties and giving rise to a procedure that has the potential to approximate a solution of the unperturbed problem. In the noise-free case the trust-region radius plays the double role of providing global convergence and handling the ill-posedness of the problems. Effectiveness of the method will be illustrated on nonlinear systems arising from the discretization of Fredholm equations of the first kind and on data-fitting problems arising in geophysical applications.
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Isogeometric Analysis (IGA) has been introduced to bridge the gap between Computer Aided Design and PDE-based engineering analysis. A well-established mathematical theory based on using Non-Uniform Rational B-Splines (NURBS) instead of Finite Element basis functions has thus been developed, and nowadays IGA can be successfully applied to solid, fluid, and multiphysics problems, and even outperform the standard Finite Element analysis in certain circumstancies.  
Yet, significant challenges remain open, such as the application of the method to domains described by trimming (boolean) operations, the development of local refinement technolo-
gies and of algorithms capable of reducing assembly costs for high-order approximations, as well as the analysis of collocation schemes.
The purpose of this symposium is to bring together scientists and practitioners active in the field of IGA with the aim of contributing to further advance its state of the art.
Approximation with C1 smooth isogeometric functions over multi-patch domains

Thomas Takacs
Johannes Kepler University Linz
Altenberger Str. 69, 4040 - Linz, Austria
thomas.takacs@jku.at

Given a physical domain $\Omega \subset \mathbb{R}^2$, we consider a geometry parametrization of $\Omega$ that is composed of multiple B-spline patches forming a regular partition. On this multi-patch representation we define a standard isogeometric function space. We discuss the approximation error properties of the $C^1$-smooth subspace of such an isogeometric space. We show that if the space is an analysis-suitable $C^1$ multi-patch isogeometric space the convergence rate is optimal under $h$-refinement. If the parametrization is not analysis-suitable, optimal convergence is prevented. Note that analysis-suitable geometries cover but are not limited to piecewise bilinear parametrizations. The results presented here are based on [1].
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Splines spaces that allow for different detail level in different regions of the domain have been developed in the last two decades. In order to study the approximation properties of those spaces it is convenient to use quasi-interpolants: local coefficient-based linear operators on the spline space [1]. This talk will present the construction of quasi-interpolants for LR-spline and the resulting approximation estimates. The construction is based on [2].
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The term quasi-interpolation denotes a general approach to construct, with a low computational cost, efficient approximants to a given set of data or a given function. A quasi-interpolant is usually obtained as a linear combination of the elements of a suitable set of functions that form a convex partition of unity and possess a small local support. These properties ensure both numerical stability and local control of the constructed approximant. Quasi-interpolants in polynomial spline spaces are a common and powerful approximation tool.

In this talk we focus on quasi-interpolants in hierarchical spline spaces. Such spline spaces provide a flexible framework for local refinement coupled with a remarkable intrinsic simplicity. They are defined in terms of a hierarchy of locally refined meshes, reflecting different levels of refinement. The so-called truncated hierarchical B-spline (THB-spline) basis is an interesting basis for the hierarchical spline space with an enhanced set of properties compared to the classical hierarchical B-spline basis [1, 4]. The THB-spline basis forms a convex partition of unity, its elements are more locally supported than those of the classical hierarchical basis, and it is strongly stable with respect to the supremum norm [2, 3].

We discuss a general approach to construct local quasi-interpolants in hierarchical spline spaces expressed in terms of the THB-spline basis [5, 6]. The main ingredient is the property of preservation of coefficients of the THB-spline representation. Thanks to this property, the construction of the hierarchical quasi-interpolant is basically effortless. It is sufficient to consider a local quasi-interpolant in each space associated with a particular level in the hierarchy, which will be referred to as a one-level quasi-interpolant. Then, the coefficients of the proposed hierarchical quasi-interpolant are nothing else than a proper subset of the coefficients of the one-level quasi-interpolants. No additional manipulations are required. Important properties – like polynomial reproduction – of the one-level quasi-interpolants are preserved in the hierarchical construction. We also discuss the local approximation order of the hierarchical quasi-interpolants in different norms. Finally, we confirm the effectiveness of the approach with some numerical examples.

Both the construction and the approximation theory of hierarchical quasi-interpolants are detailed in terms of hierarchies of truncated tensor-product polynomial B-splines, due to their relevant interest. Nevertheless, the approach is completely general and can be easily rephrased towards a broad framework of sets of basis functions (see [3, 5]).
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We consider an adaptive isogeometric method (AIGM) for solving elliptic second-order partial differential equations with truncated hierarchical B-splines of arbitrary degree and different order of continuity in any space dimension. Preliminary results on approximation, efficient and reliable error estimates and convergence of the adaptive procedure, have been recently presented [1]. The complexity estimate of the mesh refinement procedure proposed in [1] was also addressed [2]. By starting from an inital configuration, this estimate guarantees a certain bound for the ratio between the number of refined elements in the final mesh and the number of all marked elements along the sequence of successive refinements.

In order to derive a local upper bound of the error, we extend the analysis of residual-type error estimator for the considered AIGM. This is achieved by suitably combining a class of stable quasi-interpolation operators onto the space of splines on tensor-product meshes with the hierarchical construction. The talk will present the theoretical framework to link the adaptive method with optimal meshes to related approximation classes by proving the quasi-optimal cardinality of the AIGM.
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In this talk, we consider the mathematical modeling of red blood cells (RBCs), which together with plasma, white blood cells, and platelets, constitute the blood. RBCs are the principal factor of blood rheology since they outnumber the other cells and platelets, especially in small vessels (the capillaries). In this work, we model the RBC lipid bi-layer biomembrane as a surface in the 3D space, whose evolution in time is governed by a geometric Partial Differential Equation (PDE) deriving from the minimization of the bending energy under area and volume constraints, also called Canham–Helfrich energy [5].

The geometric PDEs modeling the shape of RBCs involve high order surface differential operators and result in a time dependent nonlinear problem [3]. From this point of view, we consider the spatial approximation of the geometric PDEs modeling the RBC by means of NURBS-based Isogeometric Analysis (IGA) [4] in the framework of the Galerkin method. The RBCs’ membranes are represented by smooth single-patch NURBS surfaces. The use of NURBS with high order of continuity of the basis functions leads to efficient treatment of the high order differential operators [2]; moreover, it allows for accurate evaluations of the geometrical quantities involved in the geometric PDEs [1]; we satisfy the area and volume constraints of the RBC by means of Lagrange multipliers. For the time discretization of the PDEs we propose Backward Differentiation Formulas with extrapolation of the geometric quantities and semi-implicit treatment of the area and volume preservation constraints. We show and discuss numerical results obtained in approximating geometric PDEs with IGA, highlighting that, with a limited amount of degrees of freedom, it is yielding very accurate geometric representation of RBCs.

Finally, we present and discuss numerical simulations for RBC modeling coupled with plasma flow. We propose a non-boundary-fitted discretization of the fluid domain with respect to the shape of the RBC. The presence of the biomembrane is accounted weakly in the fluid formulation, while RBCs are treated as geometric PDEs. We present and discuss some results for this numerical coupling.
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Recently, the class of Generalized Locally Toeplitz (GLT) sequences has been introduced \[18, 19\] as a generalization both of classical Toeplitz sequences and of variable coefficient differential operators and, for every sequence of the class, it has been demonstrated that it is possible to give a rigorous description of the asymptotic spectrum \[3, 22\] in terms of a function (the symbol) that can be easily identified; see also \[21\]. This generalizes the notion of a symbol for differential operators (discrete and continuous) or for Toeplitz sequences for which it is identified through the Fourier coefficients and is related to the classical Fourier Analysis.

The GLT class has nice algebraic properties and indeed it has been proven that it is stable under linear combinations, products, and inversion when the sequence which is inverted shows a sparsely vanishing symbol (sparsely vanishing symbol = a symbol which vanishes at most in a set of zero Lebesgue measure). Furthermore, the GLT class virtually includes any approximation of partial differential equations (PDEs) by local methods (Finite Difference, Finite Element, Isogeometric Analysis \[4, 5, 20\] etc) and, based on this, we demonstrate that our results on GLT sequences can be used in a PDE setting in various directions:

1. as a generalized Fourier Analysis for the design and for the study of preconditioned iterative and semi-iterative methods, when dealing with variable coefficients, non rectangular domains, non uniform gridding or triangulations,

2. for a multigrid analysis of convergence and for providing spectral information on large preconditioned systems in the variable coefficient case,

3. in order to provide a tool for the stability analysis of PDE numerical schemes (e.g. a necessary von Neumann criterium for variable coefficient systems of PDEs is obtained, uniformly with respect to the boundary conditions), etc.

We will discuss specifically problems 1) and 2), with special attention to the IgA setting, and other possible directions in which the GLT analysis can be conveniently employed; see below for a recent bibliography on the subject.

The present work includes collaborations with Donatelli, Dorostkar, Garoni, Golinskii, Hughes, Kuijlaars, Manni, Mazza, Molteni, Neytcheva, Pelosi, Pennati, Ratnani, Reali, Semplice, Sesana, Speleers.
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Isogeometric Analysis (IGA) has been introduced to bridge the gap between Computer Aided Design and PDE-based engineering analysis. A well-established mathematical theory based on using Non-Uniform Rational B-Splines (NURBS) instead of Finite Element basis functions has thus been developed, and nowadays IGA can be successfully applied to solid, fluid, and multiphysics problems, and even outperform the standard Finite Element analysis in certain circumstances.

Yet, significant challenges remain open, such as the application of the method to domains described by trimming (boolean) operations, the development of local refinement technolo-
gies and of algorithms capable of reducing assembly costs for high-order approximations, as well as the analysis of collocation schemes.

The purpose of this symposium is to bring together scientists and practitioners active in the field of IGA with the aim of contributing to further advance its state of the art.
Isogeometric preconditioners based on fast solvers for the Sylvester equation
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We address the problem of numerically solving linear systems that arise in Isogeometric Analysis (IGA). It is known that many standard methods, when applied to IGA systems, have a computational cost which significantly increase with the degree $p$ of the splines employed as basis functions. This fact contributes in making high degree splines prohibitive for real world applications. As a consequence, a number of recent papers have attempted to reduce the dependence of computational cost from $p$.

Let $K$ be the stiffness matrix for the Poisson problem on an arbitrary physical domain. A simple but crucial observation is that $K$ can be preconditioned by the stiffness matrix for the unit hypercube, which has the form

$$
P = \sum_{i=1}^{d} M_1 \otimes \ldots \otimes M_{i-1} \otimes K_i \otimes M_{i+1} \otimes \ldots \otimes M_d,
$$

where $M_i$ and $K_i$, $i = 1, \ldots, d$, represent one-dimensional mass and stiffness matrices, and $d$ is the problem dimension.

Our approach is based on the fact that the application of $P^{-1}$ is equivalent to the solution of a tensor equation. For example, when $d = 2$ the linear system $Ps = r$ is equivalent to the solution of the matrix equation

$$
M_2SK_1 + K_2SM_1 = R
$$

where $S$ and $R$ are matrices obtained by a proper reshape of vectors $s$ and $r$.

The literature on the numerical solution of such problems is vast, and we select among the available methods the ones which seem the most suited for the particular features of IGA problems. Application to 2D and 3D problems is shown, and robustness with respect to the problems parameters (such as the spline degree) is discussed. We also discuss how the geometry of the PDE domain affects the spectral properties of $P^{-1}K$, and propose simple strategies to partially include information on the geometry in the preconditioner. Finally, we show how to combine the considered preconditioners with a domain decomposition approach in order to solve multipatch problems with conforming discretization.
Sparse grids have been proposed in the early 90’s in the context of finite differences (FD) / finite elements (FE) methods to reduce the “curse of dimensionality effect”, i.e., the fact that the number of degrees of freedom (DoF) of the approximation grows exponentially in the number of dimensions of the problem. Roughly speaking, the sparse-grid construction consists in recasting the construction of conventional FE/FD methods in a hierarchical fashion and suitably discarding the components which carry the least amount of information. Under suitable regularity assumptions (slightly more demanding than the usual Sobolev spaces) sparse grids are then able to deliver approximations with essentially the same accuracy of conventional FE/FD methods (i.e., up to a logarithmic factor appearing in the error estimates), using however a much lower number of DoF. Furthermore, the sparse-grid solution can be computed as a linear combination of standard FE/FD solutions on relatively coarse grids (the so-called “combination technique”): this implies that sparse grids can be implemented quite straightforwardly reusing existing solvers and leads to a very natural parallelization of the computation. In this talk we detail the application of the sparse-grid technology to the h-refined version of the classical IGA method and show some numerical tests that will highlight how sparse IGA performs compared to the classical “full tensor” counterpart.
Efficient Quadrature for High Degree Isogeometric Analysis
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We propose an algorithm for the formation of matrices of isogeometric Galerkin methods. The algorithm is based on a loop on the rows of the matrix and on the calculation of the row entries by weighted quadrature. The test function is incorporated in the integration weight while the trial function, the geometry parametrization and the PDEs coefficients form the integrand function. This approach is very effective in reducing the computational cost, while keeping the optimal order of approximation of the method. The analysis of the costs is confirmed by the numerical testing, where we show that surprisingly, for $p$ large enough, the time required by the floating point operations is even less than the time spent in the unavoidable memory operations (allocation and memory write). Not only our algorithm allows a significant saving for low degrees spline, but also it paves the way to the use of high degree high order $k$-refinement in isogeometric analysis.
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The interaction between thin structures and incompressible Newtonian fluids is ubiquitous both in nature and in industrial applications. We present an isogeometric formulation of such problems which exploits a boundary integral formulation of Stokes equations [1] to model the surrounding flow, and a non linear Kirchhoff-Love shell theory [2, 3] to model the elastic behaviour of the structure. We propose three different coupling strategies: a monolithic, fully implicit coupling, a staggered, elasticity driven coupling, and a novel semi-implicit coupling, where the effect of the surrounding flow is incorporated in the non-linear terms of the solid solver through its damping characteristics. The novel semi-implicit approach is then used to demonstrate the power and robustness of our method, which fits ideally in the isogeometric paradigm, by exploiting only the boundary representation (B-Rep) of the thin structure middle surface.

We are interested in studying the interaction between a thin deformable elastic body and an incompressible fluid. We consider a model problem where the inertial terms of the fluid are negligible when compared with both the fluid viscosity and the inertial terms of the solid. We assume that the deformable body occupies at time $t$ the region $\Omega^s(t) = \mathcal{X}(\Omega^s_0) \subset \mathbb{R}^3$ and that the rest of the space is entirely occupied by an incompressible fluid whose time dependent domain is $\Omega^f(t) = \mathbb{R}^3 \setminus \Omega^s(t)$. The fluid and solid domains are coupled through non-slip conditions and through balance equations across the boundary of the solid domain $\Gamma^{bsi}(t) := \partial \Omega^s(t)$.

We restrict our attention to problems for which $\Omega^s(t)$ is a thin shell and we consider the Kirchhoff-Love shell theory, where the director, i.e., a vector normal to the middle surface, is assumed to remain normal to the middle surface in the deformed configuration (i.e., parallel to $g_3$). With this assumption, the configuration of the shell is uniquely determined once we know the configuration of its middle surface $\Gamma(t)$, making this an
ideal candidate for a coupled FSI problem which requires only a surface description. To summarise:

- the inertial terms of the fluid are negligible when compared with both the fluid viscosity and the inertial terms of the solid;
- the transversal dimension $h$ of the solid is much smaller than all other directions, and can be neglected when considering the geometry of the problem;
- the coupling conditions between the solid and the fluid are applied at the middle surface $\Gamma(t)$ of the solid.

The fluid equations then reduce to Stokes equations on the domain $\mathbb{R}^3 \setminus \Gamma(t)$, which are solved using an IGA Boundary Element Method technique. For a given prescribed velocity on $\Gamma(t)$, we can compute the force per unit area that the fluid exerts on the middle surface of the solid, by pulling the jump of the fluid normal stress on $\Gamma(t)$ back to the solid reference configuration.

We define the operator that performs this pull back $D N_u$, i.e., a Dirichlet to Neumann map such that:

$$ f_{\text{fsi}} = JD N_u v. $$

Stresses in the solid are represented by the stress resultants $n$ and $m$, which are the normal forces and bending moments, respectively.

The final fluid-structure interaction system has the form

$$ \int_{\Gamma_0} \left( \rho \ddot{u} \cdot \delta u - J (D N_u \dot{u}) \delta n : \delta \varepsilon + m : \delta \kappa - b \cdot \delta u \right) \, dA = 0, \quad \forall \delta u \in H^2(\Gamma_0) $$

Given the linearity of the problem in both $\ddot{u}$ and $\dot{u}$, a possible solution strategy is to introduce a time discretization $T := \{t_0, t_1, \ldots, t_N = T\}$ and write $u_k := u(t_k)$. At each time step $k$, we can approximate $\dot{u}_k$ and $\ddot{u}_k$ as a linear combination of the previous solution steps $u_p$ with $p \leq k$, such that the problem reduces to a nonlinear system in $u_k$ (here expressed in operator form, where $C$ is the Dirchlet to Neumann map):

$$ M \ddot{u}_k - C(u_k) \dot{u}_k + P(u_k) - F_k =: R(u_k) = 0 \quad \text{in } V^*, $$

whose solution can be formally computed by a Newton iteration method, i.e., given a guess $u_k^1 = u_{k-1}$, we compute $u_k^{m+1} = u_k^m + \Delta u_k^m$ where formally

$$ \Delta u_k^m = -(D_u R(u_k^m))^{-1} R(u_k^m), $$

where $R(u_k^m)$ is the residual at step $m$, and the term $D_u R(u_k^m)$ contains the Fréchet derivative of the residual w.r.t. $u$, evaluated at $u_k^m$, i.e.,

$$ D_u R(u_k^m) = c_0 M - c_1 C(u_k^m) + D_u C(u_k^m) \dot{u}_k^m + D_u P(u_k^m), $$

where $c_0$ and $c_1$ are the linear coefficients of the $u_k$ term used to approximate $\dot{u}_k$ and $\ddot{u}_k$. The Fréchet derivative in equation (5) translates to the Jacobian of the residual in a finite dimensional setting. If computed directly using equation (5), such a Jacobian can be quite complex to approximate, and several simplifications can be proposed, leading to a Newton-Rapson iteration method in which the Jacobian of the residual is not exact, but only approximate.
Among these methods, the most commonly used are segregated methods, where the solution of the fluid system is done separately with respect to the solution of the solid system. These methods are equivalent to a variation of the following systems of equations

\[
\mathbf{M}\ddot{\mathbf{u}}_{k} - \mathbf{C}(\mathbf{u}_{k-1})\dot{\mathbf{u}}_{k-1} + \mathbf{P}(\mathbf{u}_{k}) - \mathbf{F}_{k} = 0 \quad \text{in } V^{*}, \tag{6}
\]

\[
\mathbf{M}\ddot{\mathbf{u}}_{k} - \mathbf{C}(\mathbf{u}_{k})\dot{\mathbf{u}}_{k} + \mathbf{P}(\mathbf{u}_{k-1}) - \mathbf{F}_{k} = 0 \quad \text{in } V^{*}, \tag{7}
\]
either solid-dominated segregated FSI schemes or fluid-dominated segregated FSI schemes.

The structure of the problem suggests naturally a semi-implicit solution scheme, in which the nonlinearity of the fluid structure interaction is removed from the system, by evaluating the fluid structure operator at the previous time step, but retaining the evaluation of the velocity field at the current time step, i.e., solving

\[
\mathbf{M}\ddot{\mathbf{u}}_{k} - \mathbf{C}(\mathbf{u}_{k-1})\dot{\mathbf{u}}_{k} + \mathbf{P}(\mathbf{u}_{k}) - \mathbf{F}_{k} = 0 \quad \text{in } V^{*}. \tag{8}
\]

This solution strategy can be further refined by replacing the computation of \(\mathbf{C}(\mathbf{u}_{k-1})\) with the current nonlinear iterate \(\mathbf{C}(\mathbf{u}_{m}^{k})\), resulting in a Newton-Rapson iteration scheme, in which the fully implicit nonlinear system [3] is resolved by replacing the exact Jacobian in equation (5) by an approximation in which \(D_{u}\mathbf{C}(\mathbf{u}_{m}^{k})\dot{\mathbf{u}}_{k}\) is neglected, i.e.

\[
D_{u}\mathbf{R}(\mathbf{u}_{m}^{k}) \sim c_{0}\mathbf{M} - c_{1}\mathbf{C}(\mathbf{u}_{m}^{k}) + D_{u}\mathbf{P}(\mathbf{u}_{m}^{k}). \tag{9}
\]

In our numerical experiments, we use a generalized \(\alpha\)-scheme for the fully implicit solver for the coupled system, with inexact Jacobian given by the discrete version of (9) and compare different solution strategies.

**Example** We consider a cantilever plate surrounded by a very viscous fluid in three dimensions, clamped at the left edge and initially deformed with a static load at the tip. At time \(t = 0\), the load is removed and the vibrations of the plate are observed by plotting the tip displacement. We compare the three different coupling approaches, i.e., the fully implicit [9], the semi-implicit [8], and the segregated approach (6). The results for the fully implicit and the semi-implicit approach are identical for all cases, while the segregated approach yields stable results only for the smallest time step, while strong spurious oscillations appear when the time step is increased. We highlight that the computational cost of the semi-implicit approach is the same as in the segregated approach, assembling the matrices of the fluid problem only once per time step, and, therefore, significantly less than in the fully implicit approach where the fluid problem matrices are assembled in each Newton iteration. Accordingly, the semi-implicit approach appears to be a very efficient alternative combining the cost-effectiveness of the segregated approach with the accuracy and stability of the fully implicit approach.

**References**


Figure 1: Vibration of a cantilever. Tip displacement for $\eta = 10$ using different coupling approaches and different time steps: fully implicit (left), semi-implicit (middle), segregated (right), with time steps $\Delta t = \{0.01, 0.05, 0.1\}$ s (top, middle, bottom).
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One of the most active research topics on isogeometric analysis (IGA) is the development of adaptive methods for local refinement and coarsening. These methods require the use of spline spaces that go beyond the traditional tensor product structure. Several alternatives have been already proposed in the IGA community, such as T-splines, hierarchical splines, LR-splines or PHT-splines. Among them, hierarchical splines are probably the easiest to define and to implement, due to their multilevel structure.

In this work we introduce a set of structures and algorithms for the implementation of adaptive IGA methods based on hierarchical splines. Two main structures are defined: one for the hierarchical mesh, and one for the hierarchical basis. They rely on analogous structures for the tensor product spaces of each level, plus some methods related to the support of the basis functions. Methods to relate elements and functions of two consecutive levels are also required. With the help of these methods, we introduce algorithms to update the sets of active elements and basis functions during refinement and coarsening, which can be done either marking elements of the mesh or marking basis functions. The advantage of our algorithms with respect to [1] is that only local information is used during the update of the active sets. Moreover, the structures we define are simpler than those in [2], because mesh refinement is applied to the elements of the mesh, and no information about vertices is required.

All the algorithms have been implemented in the open source Octave (and Matlab) software GeoPDEs [3], and will be added to the package in a future release.
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We present the design and the implementation of IGATools [1] (http://www.igatools.org), a C++14 general purpose library for solving PDEs using the isogeometric analysis framework [2].

In the IGATools design, the mathematical concepts of the isogeometric method and their relationships are directly mapped into classes and their interactions. This encapsulation gives flexibility to use the library in a wide range of scientific areas and applications. We provide a precise framework for a lot of loose, available information regarding the implementation of the isogeometric method, and also discuss the similarities and differences between this and the finite element method.

The library uses advanced object oriented and generic programming techniques to ensure reusability, reliability, and maintainability of the source code. Among other capabilities, the library supports the development of dimension independent code (including manifolds and tensor-valued spaces), implements multithreaded methods and takes full advantage of the underlying tensor-product structure of the problem at hand (if any). The library also provides a plugin for interfacing with ParaView [3] in order to help the user to visualize the results.

We finally present a number of code examples to illustrate the flexibility and power of the library.
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The minisymposium focuses on the analysis of complex biomedical data, generated by medical scanners and devices. Both statistical and numerical methods will be presented.
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Statistical techniques for the analysis of complex biomedical signals.
A moment-matching method to study the variability of phenomena described by Partial Differential Equations
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Many phenomena are modeled by deterministic differential equations, whereas the observation of these phenomena, in particular in life science, exhibit an important variability. This work addresses the following question: how the model can be adapted to reflect the observed variability?

Given an adequate model, it is possible to account for this variability by allowing some parameters to adopt a stochastic behavior. Finding the parameters’ probability density function that explains the observed variability is a difficult stochastic inverse problem, especially when the computational cost of the forward problem is high. In our approach, a non-parametric and non-intrusive procedure based on offline computations of the forward model is proposed. It infers the probability density function of the uncertain parameters from the matching of the observable statistical moments at different points in the physical domain. This inverse procedure is improved by incorporating a point selection algorithm that both reduces its computational cost and increases its robustness. This algorithm uses the pre-computed model outputs to build an approximation of the local sensitivities. The points in the physical domain are selected so that the maximum information on the sensitivities is conserved. The proposed approach is illustrated with a variety of ODE and PDE models, in particular in cardiac electrophysiology.
Hierarchical Dynamic Models for Structurally Nested Biomedical Signals

Luigi Ippoliti  
Università degli Studi di Chieti-Pescara, DMQTE  
viale Pindaro, 42 65125 - Pescara Italy  
ippoliti@unich.it

Alexandra M. Schmidt  
Departamento de Métodos Estatísticos, UFRJ  
Rio de Janeiro, Brazil  
alex@im.ufrj.br

Josiane S. C. Coelho  
Universidade Federal Rural do Rio de Janeiro  
Rio de Janeiro, Brazil  
E-mail address

Helio S. Migon  
Departamento de Métodos Estatísticos, UFRJ  
Rio de Janeiro, Brazil  
alex@im.ufrj.br

Modern biomedical instrumentation and acquisition technologies generate large data sets collecting various measurements describing for example brain activities, tissues, or cells. Recently, the development of computer applications in the field of life sciences, in particular for the clinical and biomedical environments, has also gained increasing attention due to the promising results in the treatment of patients. In fact, potential applications in the biomedical field include the construction of diagnostic or prognostic rules which, in general, appear hardly possible without the help of efficient statistical and computing techniques.

Biomedical applications using multivariate statistical techniques is a major area of interest that has been investigated by a large number of scientific researchers. Biomedical signals originate from a variety of sources and in many experiments these signals come to us through a process naturally described as functional. An important task when analyzing such data is to extract the essential information representative of the underlying biological or biophysical processes. However, there is no single approach which can be considered uniformly as being the most appropriate solution for a specific problem. The choice of the approach is generally dictated by the objective of the study, whether it be estimating trends, obtaining forecasts of the signals, or increasing the scientific understanding of the underlying mechanisms.

The focus of this work is to provide a reliable modelling approach for fitting curves, in the form of biomedical time series, that share a strong physical relationship. In general, there are several features which should be considered when modelling families of signals. Those which are relevant for our work refer to: (a) the characterization of an average or a
typical time course, (b) the fit of individual signals from noisy data, (c) the study of the existing variability among the time series, (d) the characterization of the nested hierarchy of the series, and (e) the modelling of the serial correlation for each series, as well as the correlation existing among the series.

The theoretical development of the last two points represents an important methodological part of our work. In general, the estimation of covariance structures appears a difficult problem. This is not an exception in our case study, where we also consider the additional problem of parameterizing the covariance matrix for a set of replicated signals with a hierarchical structure and that are also correlated at their deepest possible level.

The work is motivated by the study of the so called Raynaud’s Phenomenon - RP. This is a paroxysmal vasospastic disorder of small arteries, pre-capillary arteries and cutaneous arteriovenous shunts of extremities, typically induced by cold exposure and emotional stress. RP can be classified as primary (PRP), with no identifiable underlying pathological disorder, or secondary (SS), usually associated with a connective tissue disease, the use of certain drugs, or the exposition to toxic agents.

We propose a hierarchical dynamic Gaussian model (HDLM) which is able to describe the hierarchical nature of the data as well as their temporal dynamics, both for single individuals and for the three groups (control, RP and SS) under study. Many of the estimated model parameters have also a direct interpretation and are helpful to describe specific features of RP. Our proposed model and inference procedure naturally provide the predictive likelihood of a new individual belonging to one of the three groups under study, which is another important aspect of this analysis. To the best of our knowledge, our work represents the first attempt at a rigorous statistical modelling strategy of the dynamics of the different forms of RP.
Statistical geometric methods for fibre processes modelling biomedical problems
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Statistical methods related with stochastic geometries, and in particular with fibre processes, can be applied to address a big set of biomedical problems, ranging from quantifying dose/effect ratios in medical treatments, to automatic diagnosis of pathologies related with the shape of the fibre process under study, whose description can be highly complex. In this context, statistical methods based on suitable descriptors of the geometry of the fibre process are needed to compare quantitatively patterns arising in different experimental or pathological conditions, also taking into account spatial heterogeneities of the patterns, which are very frequent in real applications [1].

Fibre processes are also used to model dynamic phenomena like angiogenesis, vasculogenesis, formation of neuronal networks, etc. In such cases some of the stochastic dynamical models available in literature [2,3] describe the evolution of tips of vessels, coupled with the evolution of some underlying fields of nutrients. The parameters of these models are strictly connected with the geometry of the generated vessels. Statistical techniques for parameter estimation of such models, based on suitable descriptors of the geometry of the fibres, are needed to validate the models themselves.

In this talk we will address some of these problems and provide some first proposals of solutions, based on computational statistical techniques. Different geometric descriptors of the fibre processes will be tested, and the properties of the proposed parameter estimators will be studied on simplified simulated test cases.
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Functional data analysis of tongue movements
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In the last decades, functional data analysis (FDA) techniques have been successfully applied to the analysis of biologic and human movements data. In speech production research, ultrasound imaging of the tongue is increasingly pervasive. Different methods have been proposed so far regarding the quantification and statistical analysis of ultrasound data. SSANOVA (smoothing spline ANOVA), a parametric approach based on Bayesian inference, has been extensively applied as a standard method to compare set of tongue curves. In linguistic studies, researchers may want to determine whether the tongue shape for an articulation under two different conditions (e.g., consonants in word-initial versus word-medial position) is the same or different. In this talk we will illustrate how IWT, a novel method of functional data analysis, can be applied to the comparison of tongue curves. The technique is applied to a dataset of tongue shapes recorded for a study on bilingual speech (German and Italian in South Tyrol). We test differences in the production of similar sequences of sounds in the two languages spoken by bilingual speakers (e.g. *tra* as in the German word *tragen* ‘to bring’ and in the Italian word *trave* ‘beam’). The output of the IWT is an adjusted p-value function that can be used to select intervals of the domain imputable for the rejection of a null hypothesis. IWT is jointly applied to the position, slope, and concavity of the tongue profiles. IWT-based comparisons result in an informative and detailed representation of the regions of the tongue where a significant difference is located.
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The minisymposium focuses on the analysis of complex data with spatial dependence, presenting both methodological advances and applications in the domains of earth and environmental sciences.
Advanced statistical applications of complex data indexed in space and time
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In this talk, I will review some applications based on spatio-temporal modelling and functional data. Applications are related to air quality, atmospheric sciences and health surveillance of medical devices.

Regarding air quality, following [1, 6, 4] will consider the distribution of population by exposure to multiple airborne pollutants, taking into account the spatio-temporal variability of air quality and the spatial spread of human population across Europe. From the technical point of view the complexity of statistical modelling must take into account the dataset size in order to be computationally feasible, without losing important details.

In particular, we consider monitoring network data for five pollutants, namely carbon monoxide, nitrogen dioxide, ozone, coarse and fine particulate matters. In order to optimize the spatial information content and to allow the computation of daily multipollutant exposure distributions across space and time, we introduce a multivariate spatio-temporal model which is estimated using the EM algorithm and allows us to estimate daily multipollutant concentration in high spatial resolution. As a result we compare the daily population exposure of 33 European countries and three important metropolitan areas in years 2009-2011.

In climate monitoring, the quantification of measurement uncertainty of atmospheric parameters is a key factor in assessing the uncertainty of global change estimates given by numerical prediction models, [5, 2]. One of the critical contributions to the uncertainty budget is related to the collocation mismatch in space and time among observations made at different locations. This is particularly important for vertical atmospheric profiles obtained by radiosondes. In this talk, I will review a statistical modelling approach capable of explaining the relationship between collocation uncertainty and a set of environmental factors, height and distance between imperfectly collocated trajectories.

The new statistical approach is based on the heteroskedastic functional regression (HFR) model which extends the standard functional regression approach and allows a natural definition of uncertainty profiles. Along this line, a five-fold decomposition of the total collocation uncertainty is proposed, giving both a profile budget and an integrated column budget.

Functioning of high tech medical devices, such as surgery sterilizers, is often characterized by a set of measurements profiles collected in high frequency. Hence health surveillance of the device can be based on control charts for functional objects, [3]. In this talk, I will introduce a general functional exponential weighted moving average control chart (f-EWMA). Moreover I will show that when functional data to be monitored are smooth enough to be representable by a finite dimensional basis, a particular version of these functional EWMA’s is shown to be a multivariate EWMA applied to basis expansion coefficients. The use of f-MEWMA is illustrated in connection to health monitoring of a
steam sterilizer during its life cycle. Indeed, each sterilization run gives several profiles related to machine health and degradation of the steam sterilizer during its life cycle modifies profile curvature in an unpredictable way.
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A Geostatistical Scaling Approach for the Analysis of Non Gaussian Random Variables and Increments
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We address manifestations of non-Gaussian statistical scaling displayed by many environmental variables, $Y$, and their (spatial or temporal) increments. Evidence of such behavior includes symmetry of increment distributions at all separation distances (or lags) with sharp peaks and heavy tails which tend to decay asymptotically as lag increases. Variables reported to exhibit such distributions include quantities of direct relevance to hydrogeological and environmental sciences, e.g. porosity, log permeability, electrical resistivity, soil and sediment texture, sediment transport rate, and other. We discuss the way our recently proposed generalized sub-Gaussian model (GSG) can reconcile within a unique theoretical framework the probability distributions of a target variable and its increments. We show and discuss expressions for probability distribution functions of $Y$ and its increments as well as their lead statistical moments. We then demonstrate the feasibility of estimating all key parameters of our GSG model by analyzing jointly spatial moments of $Y$ data and corresponding increments. We do so by relying on synthetic examples as well as neutron porosity data associated with deep boreholes in reservoirs.
Functional Kriging Uncertainty Assessment
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Geostatistical techniques for functional data were introduced by Goulard and Voltz (1993) [4], but have only been developed recently. Several papers consider ordinary and universal kriging models to predict a curve at an unmonitored site under the assumption of a constant or longitude and latitude dependent mean (see e.g. [2, 3, 8, 1, 7]) or kriging with external drift [5], where scalar and functional exogenous variables are introduced. However, uncertainty evaluation of a predicted curve remains an open issue. Given the difficulty to derive sampling distributions for functional data, prediction band derivation can be approached using resampling methods. To evaluate uncertainty of a predicted curve, we adapt two semi-parametric bootstrap approach for spatially correlated data proposed by [10] and [6] to the functional data case. The approach is illustrated by means of a simulation study.

1 Functional Kriging with External Drift (FKED)

Let $\mathcal{Y}_s = \{Y_s(t); t \in T\}$ be a functional random variable observed at location $s \in D \subseteq \mathbb{R}^d$, whose realization is a function of $t \in T$, $T$ compact subset of $\mathbb{R}$. Assume that we observe a sample of curves $\mathcal{Y}_{s_i}$, for $s_i \in D$, $i = 1, \ldots, n$, that take values in a separable Hilbert space of square integrable functions. The set $\{\mathcal{Y}_s, s \in D\}$ constitutes a functional random field or a spatial functional process [2], that can be non-stationary and whose elements are supposed to follow the model $\mathcal{Y}_s = \mu_s + \epsilon_s$. The term $\mu_s$ is interpreted as a drift describing a spatial trend while $\epsilon_s$ represents a residual random field that is zero-mean, second-order stationary and isotropic. At the generic site $s_i$, $i = 1, \ldots, n$, and at point $t$, the model can be rewritten as a functional concurrent linear model $Y_{s_i}(t) = \mu_{s_i}(t) + \epsilon_{s_i}(t)$ with the drift

$$\mu_{s_i}(t) = \alpha(t) + \sum_p \gamma_p(t)C_{p,i} + \sum_q \beta_q(t)X_{q,i}(t)$$

(1)

where $\alpha(t)$ is a functional intercept, $C_{p,i}$ and $X_{q,i}$ are the $p^{th}$ and $q^{th}$ scalar and functional covariates at site $s_i$ with coefficients $\gamma_p(t)$ and $\beta_q(t)$ and $\epsilon_{s_i}(t)$ represents the residual spatial functional process $\{\epsilon_s(t), t \in T, s \in D\}$ at site $s_i$. Once the Functional Regression Model [1] has been fitted by means of a GAM representation (for details see [5]), the functional residuals $\epsilon_{s_i}(t) = Y_{s_i}(t) - \hat{\mu}_{s_i}(t)$ can be used to predict the residual curve at a new site $s_0$ via ordinary kriging for functional data [3], according to which $\hat{\epsilon}_{s_0}(t) = \sum_{s_i} W_{s_i,s_0}(t) \epsilon_{s_i}(t)$.
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\[ \sum_{i=1}^{n} \lambda_i e_{s_i}(t), \text{ with } \lambda_i \in \mathbb{R}. \] Prediction at the new site \( s_0 \) is obtained by adding up, as in the classical regression kriging, the two terms, i.e. \( \hat{Y}_{s_0}(t) = \hat{\mu}_{s_0}(t) + e_{s_0}(t), \) where \( \hat{\mu}_{s_0}(t) = \hat{\alpha}(t) + \sum_p \hat{\gamma}_p(t)C_{p,0} + \sum_q \hat{\beta}_q(t)X_{q,0}(t) \) depends on the covariate values \( C_{p,0} \) and \( X_{q,0}(\cdot) \) at the site \( s_0 \).

## 2 Uncertainty evaluation

To evaluate the uncertainty of a predicted curve \( \hat{Y}_{s_0}(t) \) at a new site \( s_0 \), we consider two semi-parametric bootstrap approaches for spatially correlated data proposed by [10] and [9] and extend them to the functional context. Suppose that semi-parametric bootstrap approaches for spatially correlated data proposed by \([10]\) and \([9]\) and extend them to the functional context. Suppose that \( \hat{Y}_{s_0}(t) - Y_{s_0}(t) \) follows the distribution \( F_n \), a \( 1 - \alpha \) prediction interval for \( Y_{s_0}(t) \) can be built as \((\hat{Y}_{s_0}(t) - q_{1-\alpha/2}, \hat{Y}_{s_0}(t) - q_{\alpha/2})\), with \( q_\alpha \) the \( \alpha^{th} \)-quantile of the unknown distribution \( F_n \). The idea is to construct \( B \) bootstrap replicates \( \{\hat{Y}_{s_0}^{*j}, Y_{s_0}^{*j}\}_{j=1}^B \) and approximate \( F_n \) by \( \hat{F}_{n}^{*} \), the empirical distribution of \( \{\hat{Y}_{s_0}^{*j} - Y_{s_0}^{*j}\}_{j=1}^B \). The bootstrapping algorithm can be summarized as follows:

1. Estimate and remove the drift following Model [1] to obtain \( e_{s_i}(t) = Y_{s_i}(t) - \hat{\mu}_{s_i}(t) \).
2. Estimate the functional residuals covariance matrix \( \Sigma \) through the estimated trace-semivariogram:
   \[ \hat{v}(h) = \frac{1}{N(h)} \sum_{i,j \in N(h)} \int_T (e_{s_i}(t) - e_{s_j}(t))^2 \, dt \]
   where \( N(h) = \{(s_i, s_j) : \|s_i - s_j\| = h\} \). A parametric model (e.g. Matérn) can be fitted to the points \((h_g, \hat{v}(h_g)), g = 1, \ldots, G\), as in classical geostatistics. Using Cholesky decomposition, \( \hat{\Sigma} = \hat{L} \hat{L}^T \) and the functional residuals can be transformed:
   \[ \hat{\zeta}_{n \times M} = (\hat{\zeta}(s_1), \ldots, \hat{\zeta}(s_n))' = \hat{L}^{-1}_{n \times n} (Y_{n \times M} - \hat{\mu}_{n \times M}). \]
3. Generate \( B \) bootstrap samples with size \( n + 1 \), \( \zeta_{n+1}^{*} = (\zeta^{*}(s_1), \ldots, \zeta^{*}(s_n), \zeta^{*}(s_{n+1}))' \) from \( \zeta(s_1), \ldots, \zeta(s_n) \).
4. Create the augmented covariance matrix \( \hat{\Lambda} = \begin{bmatrix} \hat{\Sigma} & \hat{\zeta}^{*2} \\ \hat{\zeta} & \hat{\sigma}^2 \end{bmatrix} \), where \( \hat{\zeta}_n = \{\hat{C}(s_i - s_0)\}_{i=1}^n \), \( \hat{C} \) is the estimated covariance function and \( \hat{\sigma}^2 = \hat{C}(0) \) is the estimated sill. Use Cholesky decomposition so that \( \hat{\Lambda} = \hat{R} \hat{R}^T \) and transform the bootstrap samples \( \hat{\zeta}_{n+1}^{*} \) as
   \[ (\epsilon^{*}(s_1), \ldots, \epsilon^{*}(s_n), \epsilon^{*}(s_0))' = \hat{R}_{(n+1) \times (n+1)} \hat{\zeta}_{n+1}^{*} \times M. \]
5. The final bootstrap sample is determined as \( Y_{s_i}^{*}(t) = \hat{\mu}_{s_i}(t) + e_{s_i}^{*}(t), i = 1, \ldots, n \) and \( Y_{s_0}^{*}(t) = \hat{\mu}_{s_0}(t) + e_{s_0}^{*}(t) \).

The bootstrap samples \( \{Y_{s_i}^{*j}, Y_{s_0}^{*j}\}_{j=1}^B \) are then fed into the FKED method to obtain \( B \) prediction curves \( \hat{Y}_{s_0}^{*j} \) and the differences \( \{\hat{Y}_{s_0}^{*j} - Y_{s_0}^{*j}\}_{j=1}^B \) are considered. The prediction interval for \( Y_{s_0}(t) \) can be written as \( (\hat{Y}_{s_0}(t) - q_{1-\alpha/2}^{*}, \hat{Y}_{s_0}(t) - q_{\alpha/2}^{*}) \), with \( q_\alpha^{*} \) the \( \alpha \)-percentile of \( \hat{F}_{n}^{*} \), that can be obtained ordering the curves. There is no gold standard for ordering functional data. Here we consider two ordering techniques based on band depth and \( L^2 \) distance. Band depth [9] can be defined for any set of \( k \) curves (here \( k = 2 \)). The sample band depth (BD) of \( y(t) \) can be calculated as the proportion of bands delimited by two
Figure 1: Original data (black dots), FKED predicted curve (solid red line), 95% prediction band (pink) based on $L^2$ distance (pink) and on $MBD$ (blue) for $n = 50$, $\sigma^2 = 0.25$, $\phi = 1.5$.

Figure 2: Band width (depth) for $n = 25$ (left), $n = 50$ (middle) and $n = 90$ (right).

curves containing the whole curve $y(t)$ [9]; here we use the modified band depth ($MBD$), that takes into account whether a portion of the curve is in the band (for details see [9]). The lower/upper limits of a (depth based) 95% prediction band are obtained by taking the pointwise (w.r.t. $t$) minimum/maximum of the 95% deepest curves (in the case of band depth) or of the 95% curves closest to the zero curve (in the case of using $L^2$ distance)

### 3 Simulation study

We aim to analyse the impact that trend complexity, spatial structure (via the covariance function parameters of the functional residual random field) and ordering technique have on the performance of the bootstrapping method when increasing the number of sites. Data were simulated using cubic B-splines on a spatial irregular grid ($n$ locations) on $D = [0, 2] \times [0, 3]$ and curve domain $T = [0, 1]$. The residual functional random field was built as $e_s(t) = \sum_{j=1}^{10} \xi_j(s)B_j(t)$, where $B_j(t)$ is the $j^{th}$ basis function evaluated at $t \in T$. The spatially correlated spline coefficients $\{\xi_j(s), s \in D\}$ were generated for each $j$ in $1, \ldots, 10$ using the same exponential covariance function with range and scale parameters $\phi \in (0.5, 1, 1.5)$ and $\sigma^2 \in (0.25, 0.50, 0.75)$ respectively, resulting in 9 different scenarios. The drift was obtained as $m_s(t) = \alpha(t) + \beta_1(t)lon + \beta_2(t)lat$, where $lon$ and $lat$ are the spatial coordinates, $\alpha(t)$ is a functional intercept and $\beta_1(t), \beta_2(t)$ are functional coefficients that can be expressed in terms of B-spline basis (whose coefficients can be chosen to determine the complexity of the drift). Finally, simulated observations were built as

$$Y_s^{sim}(t) = m_s(t) + e_s(t) + \xi_s(t)$$
where \( \xi(t) = \{\xi_{s_1}(t), \ldots, \xi_{s_n}(t)\} \sim N_n(0, 0.09) \) is a vector of random errors for each fixed \( t \in [0, 1] \). For each simulation scenario, we generated functional data at \( n = 25, 50 \) and 90 nested locations. Additionally data were generated at 10 more sites used as validation stations. The FKED model (Section 1) was applied to each simulated data set to predict curves at the 10 validation sites. For each validation station \( B = 500 \) predictions were obtained following Section 2 and 95% prediction bands were produced using both distance and MBD. An example can be seen in Figure 1. To evaluate the performance of the proposal, we consider two different indicators: the width of the resulting 95% prediction interval and the proportion of the simulated curve within the interval. Figure 2 summarizes (depth) band width for all sample sizes and simulation scenarios. As one would expect, band width decreases with increasing sample size. Moreover, band width increases with increasing \( \sigma^2 \) and decreases slightly with increasing \( \phi \) for a fixed value of \( \sigma^2 \). The depth-based band is practically always wider than the distance-based one. In terms of coverage (figure not shown here), the performance appears good and improves with increasing sample size.

4 Discussion

We propose a semi-parametric bootstrap approach that allows the construction and evaluation of simultaneous prediction bands - over \( T \) - for the functional kriging predictor with a non-constant width. The simulation study shows that the proposed technique has a good performance. We are currently investigating the effect of more complex drifts as well as alternative ways of evaluating the performance of the proposal.
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The statistical analysis of Functional Compositions (FCs) is a key issue in Earth Sciences. Proper characterization of FCs is crucial to environmental applications for which available data can be treated as probability density functions. In this communication, we investigate the problem of geostatistically characterizing the spatial heterogeneity of a set of particle-size density functions in a geological system composed by disjoint subdomains each associated with a different lithotype. We ascribe the heterogeneity of the system to a latent random field, which is associated with a grouping structure in the observed field of densities. We rest our developments on the theory of Bayes Hilbert spaces [1, 4], combined with the viewpoint of Functional Data Analysis. The former allows to cope with the data constraints, the latter enables one to overcome the curse of dimensionality which inevitably affects the (geo)statistical analysis of infinite-dimensional data. We revise the key concepts of clustering functional data in light of the Bayes space theory and develop an original K-means method for spatially dependent FCs. We rely on a geostatistical approach to estimate the spatial dependence, and show how to incorporate the clustering information into the geostatistical model, for the purpose of performing predictions via a Class-Kriging methodology [2]. We demonstrate the potential of the proposed method through a field scale application relying on a set of particle-size densities collected within a three-dimensional heterogeneous aquifer, which is conceptualized as a composite system associated with an uncertain spatial arrangement of geomaterials.
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We describe here a kriging procedure for geolocalized data belonging to a Riemannian manifold. Spatial statistics for complex data has recently received much attention within the field of functional data analysis (see [2] and [5]) but the extension to non Euclidean data is even a greater challenge.

Previous works have considered the problem of dealing with independent manifold-valued response variables. Some of them propose non parametric or semi-parametric approaches but this implies a lack of interpretability or the reduction of multivariate predictors to univariate features. In particular, these approaches do not allow to introduce the spatial information in the prediction procedure.

We propose to use the local geometry of the manifold to find a data-driven linearization, i.e. looking for the tangent space where the parametric model provides the best possible fit for the available data. This local approach is similar to those advocated in [3] but allows us to include multiple covariates (for example, geographical coordinates) in the drift term. The method is illustrated here for the special case of positive definite symmetric matrices and in view of a meteorological application to covariance matrices. More in general, this approach is valid every time a Hilbert tangent space and correspondent logarithmic and exponential map can be defined (see [6]).

1 A tangent space model for kriging prediction

In this section we apply a regression approach based on local tangent space approximation to non-stationary random fields taking value in the space $PD(p)$ of positive definite symmetric matrices of order $p$. The main idea is to use a tangent space model to approximate the geometry of the manifold and to refer to the tangent space to deal with spatial dependence. Thus, the proposed model is the following: for $s \in D \subseteq \mathbb{R}^d$,

$$S(s; \beta, \Sigma) = \exp_{\Sigma}(A(x(s); \beta) + \Delta(s)), \quad (1)$$
We start from initial estimates (including the choice of the model semivariogram) is crucial for the analysis. The space A detailed description of the iterative algorithm can be found in [6]. Therefore, a good strategy could be starting from a simple (even constant) model and

\[ \exp_{\Sigma} \] is the exponential map at \( \Sigma \) from \( \text{Sym}(p) \) (the Euclidean space of symmetric matrices of order \( p \)) to \( PD(p) \). \( A(x(s); \beta) \) is a parametric model depending on the covariates \( x(s) \) and unknown parameters \( \beta \) and \( \Delta \) is a zero-mean, globally second-order stationary and isotropic random field taking values in \( \text{Sym}(p) \). This means that \( \mathbb{E}[\Delta(s)] \) is the null matrix for all \( s \) in \( D \) and, for \( s_i, s_j \in D \), the covariance between \( \Delta(s_i) \) and \( \Delta(s_j) \) depends only on the distance between \( s_i \) and \( s_j \), i.e., \( \text{cov}(\Delta(s_i), \Delta(s_j)) = C(||s_i-s_j||) \). This definition of the covariogram \( C \) follows the approach detailed in [5] for data belonging to Hilbert spaces. Equivalently, under the previous assumptions, for \( s_i, s_j \in D \), the spatial dependence of the field can be represented by the semivariogram defined as

\[ \gamma(||s_i - s_j||) = \frac{1}{2} \text{var}(\Delta(s_i) - \Delta(s_j)) = \frac{1}{2} \mathbb{E}[||\Delta(s_i) - \Delta(s_j)||^2], \]  

\( ||.||_F \) being the Frobenius norm. The assumption of isotropy can be relaxed but it brings additional complication in the estimation of the spatial dependence and this is outside of the scope of this work.

Let \( s_1, \ldots, s_n \) be distinct locations in the domain \( D \) and assume that, in each location \( s_i \), the covariate vector \( x(s_i) \) is observed together with a realization \( S_i \) of the random field \([1]\). If the spatial dependence structure was known, the parameters of \([1]\) could be estimated following the generalized least square approach detailed in [9].

If \( \Sigma \) and \( \beta \) were known, the spatial dependence of the random field \( \Delta \) on the tangent space could be estimated in \( \text{Sym}(p) \) by considering the residuals \( \Delta(s_i) = A(x(s_i); \beta) - \log_{\Sigma}(S_i) \) as an incomplete realization of the random field \( \Delta \), \( \log_{\Sigma} \) being the logarithmic map at \( \Sigma \) from \( PD(p) \) to \( \text{Sym}(p) \). Indeed, the empirical semivariogram in \( \text{Sym}(p) \) could thus be estimated with the method of moments estimator proposed in [1],

\[
\hat{\gamma}(h) = \frac{1}{2|N(h)|} \sum_{(s_i, s_j) \in N(h)} ||\Delta(s_i) - \Delta(s_j)||_F^2,
\]

where \( N(h) = \{(s_i, s_j) \in D : h - \Delta h < ||s_i - s_j|| < h + \Delta h; i, j = 1, \ldots, n\} \), \( \Delta h \) is a positive (small) quantity acting as a smoothing parameter, \( h > 0 \) and \( |N(h)| \) is the number of couples \((s_i, s_j)\) belonging to \( N(h) \). A model semivariogram \( \hat{\gamma}_m(h) \) can be fitted to the empirical semivariogram, for example via weighted least squares. [1] advocates the use of the semivariogram to estimate the spatial dependence. However, an estimate of the covariogram is also needed and this can be obtained as \( \hat{C}(||s_i - s_j||) = \lim_{m \to \infty} \hat{\gamma}_m(h) - \hat{\gamma}_m(||s_i - s_j||) \). In practice a good estimate of the spatial dependence (including the choice of the model semivariogram) is crucial for the analysis. The space of symmetric matrices being linear, all the existing methods of geostatistics can be used here.

Since we aim to estimate both the spatial dependence and the linear model in the tangent space, we resort to a nested iterative algorithm to estimate the parameters of model [1]. We start from initial estimates \( \hat{\Sigma}^{(0)} \) and \( \hat{\beta}^{(0)} \) obtained by assuming independence between observations and we estimate the spatial dependence from the residuals \( \hat{\Delta}_i = A(x(s_i); \hat{\beta}^{(0)}) - \log_{\hat{\Sigma}^{(0)}}(S_i), \ i = 1, \ldots, n \). Then, we iteratively update the estimate for \( \Sigma \) and \( \beta \) taking into account the estimated covariance structure in the generalized least square procedure and revise the estimated covariance structure using the newly found residuals. The algorithm is stopped when the variation in the estimate for \( \Sigma \) is negligible. A detailed description of the iterative algorithm can be found in [6].

In general, this estimation procedure asks for the knowledge of the model in the tangent space. Cross-validation techniques can of course be used to choose the model among a starting set of candidate models. However, it is also important to mention that the chosen model needs tangent space residuals with a variogram compatible with stationarity. Therefore, a good strategy could be starting from a simple (even constant) model and
adding covariates until the residuals variogram satisfies the stationarity hypothesis. Once the model has been estimated, a kriging interpolation of the residuals provides an estimate for the field $S$ in the unobserved location $s_0$. Indeed, the problem of kriging is well defined when working in the tangent space, because this is a Hilbert space with respect to the Frobenius inner product and the covariogram $C$ has been coherently defined. It is also possible to evaluate the prediction error using a bootstrap approach (see [6] for more details).

2 Application to Quebec meteorological data

We apply the described procedure to the covariance matrices between temperature and precipitation in Quebec, Canada. The co-variability of temperature and precipitation is of great interest for meteorological purposes, since a good understanding of their relationship can improve weather forecasting methods. Moreover, relative behavior of temperature and precipitation affects agricultural production. For a detailed description of the temperature - precipitation relationship and its estimate see, e.g., [7] and references therein. We focus on the Quebec province, Canada. Data from Canadian meteorological stations are made available by Environment Canada on the website [http://climate.weatheroffice.gc.ca](http://climate.weatheroffice.gc.ca). We restrict to the 7 meteorological stations where all monthly temperature and precipitation data are available from 1983 to 1992. For each station and for each month from January to December, we use these 10-year measures to estimate the $2 \times 2$ covariance matrix between temperature and precipitation. We thus obtain and separately analyse 12 datasets, each composed by $n = 7$ spatially dependent sample covariance matrices (with the previous notation, $n = 7$ and $p = 2$).

Notice that, since we are working on different tangent spaces for the different months, a separate semivariogram needs to be estimated for each month. We discuss here the results for the month of January, a more detailed analysis can be found in [6]. At first, we make the hypothesis of stationarity for the random field (i.e., that the matrix random field has a constant mean), thus including only a constant term in the tangent space model. A Gaussian semivariogram model with nugget seems appropriate to fit the empirical semivariogram in the tangent space and estimate the structure of spatial dependence. Having estimated the semivariogram, the simple kriging interpolation of the residuals is performed, eventually estimating the matrix field. However, the semivariogram suggests to move toward a non-stationary model, by introducing a space dependent drift term. In order to choose an appropriate model for the drift in January, we investigated linear and quadratic models with respect to longitude and latitude, including an interaction term. We found that the choice which seems to balance the most the complexity of the drift model with the residuals stationarity assumption is the following linear model depending on longitude:

$$A(Longitude_i, Latitude_i) = \beta_0 + \beta_{Long} Longitude_i. \quad (2)$$

A possible meteorological interpretation relies in the exposition of the region toward the sea. Indeed, model (2) accounts for the distance between the location of interest and the Atlantic Ocean, which is likely to influence temperatures, precipitations and their covariability.

From a meteorological point of view, the kriged map shows that the temperature - precipitation relationship appears to significantly vary when moving from the Ocean toward the internal regions, precipitation being affected by a higher variability along the
coastline than in the western zone. Moreover, this prediction is overall characterized by a positive correlation between temperature and precipitation, in accordance with the results by [7].
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This Minisymposium is devoted to discuss the last researches on the following topics:
• Description of dynamic and thermodynamic processes in material systems studied in several fields of applied sciences: nanostructures, semiconductors, superfluids, ionized fluids, crystals with dislocations, porous media, biophysical systems, complex media;

• Derivation of constitutive equations and heat transport equation in thermodynamic systems, used in several technologic sectors;

• Realization of physical-mathematical models used to illustrate phenomena occurring in different fields of science.

The participation in this Minisymposium will allow researchers of Mathematical-Physics to deepen research subjects, to know several open problems and new methods of investigation, to realize scientific contacts with italian and foreign mathematical-physicists.
Non-equilibrium entropies and non-linear viscoelasticity

David Jou
Universitat Autònoma de Barcelona
Departament de Física, Edifici Cc, 08193 Bellaterra, Catalonia, Spain
david.jou@uab.cat

Mengran Sun
National Engineering Laboratory for Pipeline Safety,
China University of Petroleum, Beijing 102249 China

It is shown that if instead of the fluxes, their conjugate thermodynamic quantities -as defined in extended irreversible thermodynamics [1]- are used as independent variables of the entropy, a generalized equation for non-linear viscoelasticity arises in a natural way [2, 3]. Such equation takes into account the structure dependence of the elastic modulus and of the viscosity, and it was proposed independently several years ago [4]. Finally, we point the advantages of this equation with respect to Maxwell viscoelastic equation in the description of yielding of waxy crude oils [2].

References


Non equilibrium processes and heat equation in defective extrinsic semiconductors

Liliana Restuccia
Università degli Studi di Messina
Viale F. S. D’ Alcontres 31, 98166, Messina, Italy
lrestuccia@unime.it

David Jou
Universitat Autònoma de Barcelona
08193 Bellaterra, Catalonia, Spain
David.Jou@uab.cat

In this contribution, in the framework of the extended irreversible thermodynamics with internal variables [1],[2],[3],[4], a nonconventional model for extrinsic semiconductor crystals with dislocations, derived in a previous paper [5], by one of the authors (LR), is used in order to study the thermal, electric, mechanical properties and the evolution of the geometrical structure of these materials and to analyze the influence of the defects on the non-equilibrium processes that occur inside them. In the linear approximation, constitutive equations, rate equations for the heat flux and the internal variables are derived and also the field equations are worked out. The obtained results may have relevance in nanotechnology, in applied computer science, in the technology for integrated circuits VLSI (Very Large Scale Integration), in the field of electronic microscopy and in other technological sectors.
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The complete knowledge of glitches in a pulsar presents gaps and difficulties, mainly due to the absence of information about the physics of the matter of the star. This motivated several authors to suggest dynamical models, which interpret most of the experimental data [1, 2, 3, 4, 5, 6]. Many predictions are based on the assumption that the inner part has analogies with the structure of the matter of superfluids [7]. Here we illustrate a new mathematical model, which involves the dynamics of superfluid helium. More in details, we consider the system

\[
\begin{align*}
I_C \frac{d\Omega_C}{dt} &= -k_r^C - \frac{1}{\tau} I_{SC} \left( \Omega_C - \frac{nL}{2} \right) \\
I_S \frac{d\Omega_S}{dt} &= -k_r^S + \frac{1}{\tau} I_{SC} \left( \Omega_C - \frac{nL}{2} \right) \\
\frac{1}{\beta \kappa} \frac{dL}{dt} &= - \left( L - \frac{2nL}{\kappa} \right) \left[ L - \left( \frac{\alpha_1}{\beta} \frac{\Omega_S}{\kappa} - \frac{\beta_1}{\beta} \frac{\Omega_S}{\kappa} \right) \right],
\end{align*}
\]

where \( k_r = k_r^C + k_r^S \) is the total torque due to the electromagnetic radiation. The first two evolution equations for the angular velocities of the crust, \( \Omega_C \), and of the inner part, \( \Omega_S \), are supported by another evolution equation for the average vortex line length per unit volume, \( L \).

We claim that the phenomena of glitch is caused by quantized vortex lines, which are present inside the superfluid neutron liquid, and by means of the relative velocity between the crust and the inner part of the neutron star. Indeed, in the first regime (straight vortex regime) crust and inner part of the star corotate in such a way that vortex lines are straight lines parallel to the rotation axis and pinned to the crust. Because of the slowing down of the crust, the relative velocity (between crust and superfluid) increases and reaches a critical value for the unpinning of the vortex lines. This transient is described by the parameter of time, \( \tau \), and here we find a sudden increase of the velocity of the crust and so the glitch. Our model is also applied to the experiments on rotating superfluid
helium inside a sphere \(^7\) for future applications in refrigeration of systems or in aerospace technology.
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Recent experiments in heat transport on silicon using ultrafast laser heating techniques have shown significant discrepancies with Fourier like behaviour. The interpretations of these results using only a ballistic to diffusive transition of the carriers have shown to be unfruitful. The reason behind this anomalous behaviour seems to be momentum conserving collisions (normal scattering). In materials like silicon, normal scattering can be dominant at room temperature. When this kind of collisions are dominant, collective (hydrodynamic) effects are important.
Kinetic-Collective Model (KCM) is an approach that has been recently proposed to describe thermal transport at these time and size scales. The model splits the heat flux in two regimes, a kinetic one where each carrier is independent of the rest and a collective where they move collectively. Kinetic and collective regimes behave very differently at short scales. While kinetic regime follows a Levy Flights like transport, collective regime shows hydrodynamic behaviour.
We use KCM to interpret the recent experimental results and show that some of their complexities can be understood in the light of a kinetic to collective transition.
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One of the most typical effects in liquid helium II is the so-called counterflow superfluid turbulence [1, 2, 3], whose physical picture is a tangle of vortices of equal circulation $\kappa$. The simplest way to describe the vortex tangle is in terms of a single scalar quantity $L$, the vortex length density per unit volume (line density, for short). Vinen, first, proposed an evolution equation for $L$ under constant counterflow velocity $V_{ns} = |v_n - v_s|$, with $v_n$ and $v_s$ the average velocities of normal and superfluid components, i.e. [4]:

$$\frac{dL}{dt} = \alpha_v V_{ns} L^{3/2} - \beta_v \kappa L^2,$$

(1)

with $\alpha_v$ and $\beta_v$ dimensionless parameters. The quantity $V_{ns}$ is closely related to the heat flux $q$ (in the simplest version, $q = \rho_s T s V_{ns}$, with $T$ temperature, $\rho_s$ mass density of the superfluid component and $s$ entropy per unit mass). This equation assumes homogeneous turbulence, i.e. that the value of $L$ is the same everywhere in the system. The progress in experiments and computations has allowed for deeper observation, which shows that the tangles are not completely homogeneous. Our aim here is to study some particular situations, as the vortex diffusion, in specific geometries that present inhomogeneous vortex tangles. We will use the one-fluid model deduced from extended thermodynamics [5], assuming as field variables $T$, $L$, and $q$. In particular we will consider for $L$ a generalized Vinen equation:

$$\frac{\partial L}{\partial t} = \gamma_1 L^{3/2} q - \beta_v \kappa L^2 + D \nabla^2 L - \nu \nabla \cdot q.$$

(2)

The first two terms, respectively, describe production and destruction of vortices and are analogous to the right-hand side of (1); term $D \nabla^2 L$ takes into account of diffusive phenomena, while the term $-\nu \nabla \cdot q$ relates a convective flux of vortices to the heat flux. In [6] we considered the consequence of (2) in a radial geometry [6], here we consider convergent and divergent channels of different forms and analyze the $L$ and $T$ profiles along the channels for a given direct and reverse heat flux, and the subsequent heat rectification effects.
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This Minisymposium is devoted to discuss the last researches on the following topics:

- Description of dynamic and thermodynamic processes in material systems studied in several fields of applied sciences: nanostructures, semiconductors, superfluids, ionized fluids, crystals with dislocations, porous media, biophysical systems, complex media;

- Derivation of constitutive equations and heat transport equation in thermodynamic systems, used in several technologic sectors;

- Realization of physical-mathematical models used to illustrate phenomena occurring in different fields of science.
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A quantum-kinetic approach to describe transport phenomena in semiconductors
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Coherent transport in mesoscopic devices is well described by the Schrödinger equation supplemented by open boundary conditions. When electronic devices are operated at room temperature, however, a realistic transport model needs to include carrier scattering. The Wigner formulation of quantum mechanics is a very intuitive approach which allows the comprehension and prediction of quantum mechanical phenomena in terms of quasi distribution functions. Carrier scattering can be treated in an approximate manner through a Boltzmann collision operator. A Monte Carlo technique for the solution of this kinetic equation can been developed, based on an interpretation of the Wigner potential.
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Since the last decades of the XXth century, heat transport has been experiencing a true revolution, enlarging its domain of applicability, and finding new regimes and phenomenologies wherein Fourier’s theory is no longer applicable. This new epoch in heat transfer has been stimulated by nanotechnologies which have an extremely broad range of potential applications.

Much of the impetus in the study of heat transfer in nanostructures and/or nanomaterials comes from microscopic approaches, either from several versions of kinetic theory or fluctuation-dissipation theorems, or from computer simulations. Although these approaches allow for a detailed understanding and description, one should not forget the practical usefulness and the conceptual challenge of mesoscopic theories which, starting from macroscopic perspectives, deepen into more detailed and accurate descriptions of those thermomechanical systems.

According with this point of view, in this talk we investigate the consequences on thermal-wave propagation of a generalized heat-transport law able to keep with the pace of current microscopic search, and to cope efficiently with new applications [1].

In order to analyze situations which may be interesting in practical applications, we focus our attention in thin layers and graphene stripes which are not laterally isolated from the external environment.

A comparison with the approach of the Thermomass Theory [2,3] is made as well.
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Hydrocarbon exploration is a complex activity, based on a high level geological and geophysical competence, and consolidated processes including seismic imaging, the modelling of petroleum systems and cutting-edge drilling. The appropriate application of these technologies enables to explore new areas generally characterized by very complex geological and environmental conditions. Being able to describe the subsoil and to estimate the amount and quality of fluids contained in sedimentary reservoirs is crucial to reduce exploration risk, and oil industry is resorting more and more often to mathematical modeling and numerical simulations to this purpose. This minisymposium aims at collecting contributions on mathematical models, tools, software and workflows for exploration, focusing in particular on geological basin modelling and fluid flow.
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GEOSCORE-Flow, a flexible C++ parallel code for flow simulation in fractured media: mixing discretization approaches and solvers
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We focus on the issue of performing efficient flow simulations in fractured media following the Discrete Fracture Network (DFN) framework. Within this approach, the medium is modelled as a rock matrix crossed by a net of polygonal fractures. Fractures do intersect each other along segments called traces. The flow on each fracture is driven by the Darcy law, the rock matrix is impervious so that there is not flux exchange between the fracture system and the surrounding rock, but there is flux exchange among fractures through their intersection. At fractures intersections, suitable matching conditions are imposed, ensuring hydraulic head continuity and flux balance. Since few deterministic information is available about the underground, the DFNs are usually generated starting from known probabilistic distributions both for hydro-geological and geometrical parameters. Concerning the latter ones, they include position, dimensions, aspect ratio and orientation in space. As a consequence, the network generated may present a rather complex geometry, with several critical features, such as, for example, trace length with a multi-scale distribution, traces on a same fracture forming very narrow angles, and so on. In Figure 1 an example of large, complex DFN is depicted. These geometrical complexities may cause severe problems in building a good quality...
mesh conforming to the traces. A new optimization based approach was proposed in [4, 5, 6], allowing for non-conforming meshes on the fractures, thus avoiding any mesh related complexity in DFN flow simulations. The optimization method has proven to be robust with respect to severe geometrical configurations [8, 7]. Besides geometrical complexity, a second major challenge in DFN simulations is related to the size of the computational domain. Networks of interest for practical applications might count up to several thousands of fractures, such that a strongly parallel method with an efficient handling of computational resources is mandatory.

The present contribution focuses on the parallel implementation of the family of methods generated by [4] and following papers. According to the reformulation proposed in such works, the discrete problem one has to solve consists in a quadratic programming problem with linear equality constraints, which is iteratively solved by means of a gradient based method. At each iteration of the gradient method only small local problems on the fractures are to be solved, the resolution of each problem requiring data on the trace segments of the intersecting fractures. The parallel implementation of the method exploits this structure. First the connectivity of the network is computed, determining intersections between fractures in a parallel process, in which the total number of operations is balanced among the number of available processes. The output is a connected graph, in which the fractures are the nodes and the traces the arcs, Figure 2. The METIS [10] routine is then used to compute a weighted graph partitioning of the network, aimed at minimizing
the number of arc-cuts, balancing the estimated number of degrees of freedom (DOFs) among the sub-graphs. The DFN is then split a second time according to this partitioning among the available processes. A Master-Slaves architecture is the core topology devised for the algorithm: a Master process is devoted to all the communications among the Slave processes that are instead devoted to the computations. This topology minimizes the number of communications, thus reducing latency time. A multi Master architecture can also be used in order to reduce the possible communication bottleneck for large networks. In this case the basic Master-Slave topology is repeated in a fractal-like structure, with higher level Master processes managing the communications of clusters of lower level Master processes, down to the Slave processes, see Figure 3. The bandwidth is extremely limited in this kind of applications, since as mentioned, only a limited number of degrees of freedom, related to the solution on the traces need to be communicated at each iteration. Particular care is devoted to shadowing the communication time, postponing, on each process, the resolution of local problems related to data resident on different processes to the resolution of local problems whose data are all available. This latter situation is not
uncommon, thanks to the minimization of arc-cuts in the partitioning process. Thanks to this good scalability performances can be achieved [8]. The algorithm is written in C++ language, with a focus on modularity: different discretization strategies, such as standard Finite Elements or eXtended Finite Elements (XFEM) [9] can be used as a basis for the discretization. Other techniques such as the Virtual Elements (VEM) [1] based discretizations can be considered such as other resolution approaches different from the gradient based method, as for example domain decomposition methods in conjunction with VEM-mortar approaches [2] or VEM-conforming approaches [3].
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The present work focuses on generation and primary migration of hydrocarbons, with the aim of developing a mathematical model of these processes, and an efficient numerical tool to simulate them. Given the thermal history of the basin, the physical characteristics of the source rock such as porosity and organic matter content, and a detailed enough description of chemical reactions and retention processes, the model could provide, in addition to an estimate of the amount of hydrocarbons generated throughout hundreds of million years, indications on the timing of expulsion and the chemical composition of the expelled hydrocarbon. Since secondary migration is typically very fast compared to primary migration, knowing the time of expulsion allows to check for the existence of a possible trap for the generated hydrocarbons, and thus to infer the existence of a reservoir, supporting the reconstructions made by the geologists.

The problem is characterized by a strong coupling among chemical reactions, which may include biological processes [2], selective retention phenomena and the flow of water and hydrocarbons in the porosity of the rock. Porosity changes affect the flow through the medium permeability and fluid pressure can counteract mechanical compaction. At the same time, chemical reactions can cause dramatic changes in the porosity, [1].

The numerical challenges in the simulation of these processes are multiple. The most prominent ones are the definition of a coupled non-linear system that should be solved with a suitable iterative method [3], the compliance with mass conservation up to some desired tolerance, the evolution of the domain due to the compaction of the medium, the formation/dissolution of the solid matrix, the different time scales involved.
References


We investigate the contribution of a variety of inorganic geochemical and physical processes to the generation of CO$_2$ and non-hydrocarbon components, such as H$_2$S, in sedimentary basins. The most relevant mechanisms of CO$_2$ generation from inorganic sources include (a) Magma Degassing (MD), (b) Carbonate/Clay Reactions (CCR), and (c) Thermal Decomposition of Carbonates (TDC). Otherwise, subsurface generation of H$_2$S gas is mainly associated with Thermal Sulphate Reduction (TSR) processes. Since CO$_2$ released by magma degassing is often treated as a purely random component, we do not include it in our modeling effort. Each mechanism considered in this study plays an active role in the generation process according to specific local mineralogy and temperature/pressure conditions. We develop a physically-based mathematical formulation which enables us to characterize the main features of non-hydrocarbon component generating processes and estimate the amounts of non-hydrocarbon components generated in large scale subsurface systems. Our approach is grounded on two coupled sub-models: (i) a one-dimensional compaction model, providing the dynamic evolution of porosity, temperature and pressure along the vertical direction [3], and (ii) a chemical model, characterizing the set of relevant chemical reactions describing the way the interaction between mineral phases and pore-water may vary with depth for each of the
considered processes (see [1] and [2]). As a test bed, we analyze a suite of case studies which are representative of realistic sedimentary settings. Our model allows (i) identifying the contribution of the mechanisms analyzed in a given basin; (ii) estimating the depth at which the source of non-hydrocarbon components is located; and (iii) quantifying the amount of non-hydrocarbon components generated, on the basis of the mineralogy of the sediments involved in the basin formation process. We then quantify the way parameter uncertainty is propagated to model outputs by focusing on CO$_2$ generation through CCR, the activation of which is associated with lower temperatures than TDC. We do so by performing a global sensitivity study of the quantity of generated CO$_2$, as driven by uncertain chemical equilibrium constants. These are considered as key sources of uncertainty in our modeling approach because temperature and pressure distributions associated with deep burial depths typically fall outside the range of validity of commonly employed geochemical datasets. Finally, we analyze the impact of the mineralogy of the sediments on the activation of CCR processes. Our results are conducive to a critical assessment of the relevance of CCR in the generation of CO$_2$ under realistic field conditions.
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Modeling Methane and Non-Hydrocarbon Gases Migration in Sedimentary Basins
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Modeling of sedimentary basins evolution is conventionally performed to support the exploration activities of the Oil & Gas industry, aimed at the evaluation of potential hydrocarbon reserves. In particular, it allows to outline the possible hydrocarbons location by simulating fluid flow and migration of related components, such as inorganic gases and brine, in conjunction with the evolution of the basin in terms of sediment deposition and compaction. The migration of hydrocarbons and gases through sedimentary units towards structural traps is simulated either with simplified approaches involving ray-tracing and percolation theory, or with the multiphase Darcy’s law able to better capture all relevant processes [4]. We present the first results of an effort to improve the capability of TOUGH2-TMGAS reservoir simulator ([1], [2]) to better describe the physics underlying migration and geochemical reactions of hydrocarbons and inorganic gases (CO₂, H₂S) at basin scale and for geological times.

TMGAS [2] is an EOS module of TOUGH2 reservoir simulator developed to model the thermodynamics and evaluate phase transport properties of hydrocarbons and inorganic gas mixtures in equilibrium with NaCl brines up to halite saturation and at temperature (T) and pressure (P) up to 250 °C and 100 MPa, depending on the gas solubility data to calibrate the EOS. TMGAS has been employed to simulate the migration of CH₄, CO₂ and H₂S generated by natural processes in a portion of a wide sedimentary formation, extending from depths of 2000 to 6800 m, with the aim to evaluate code capabilities and anticipate the needs for code improvements to increase the T limit to 300 °C and enhance the simulation speed. Simulations were performed using stationary spatial grids (no compaction and burial) and by neglecting geochemical reactions which can be simulated
using TOUGHREACT-TMGAS. The simulator was able to model the migration of CH$_4$, CO$_2$ and H$_2$S, alone or as gas mixtures, in fresh and saline aquifers for T and P up to 240 °C and 650 bar and for times up to 5 Myrs. 3D Voronoi unstructured grids, built to conforms to the Integral Finite Difference Method (IFDM) used by TOUGH2, were employed to properly follow the geometry of sedimentary formation. Simulations highlighted the effects of thermodynamic and transport properties of gases on their distribution among the aqueous (AQ) and non-aqueous (NA) phase and on their migration patterns. Generation of CO$_2$ and H$_2$S produce smaller NA plumes due to the high density of NA phase (620-720 kg/m$^3$) and their high solubility in the AQ phase. On the other hand, CH$_4$ migrates faster, producing wider NA plumes due to its lower NA phase density (130-170 kg/m$^3$) and low solubility. Gas dissolution produces an increase of CO$_2$–saturated brine density and a reduction of H$_2$S– and CH$_4$–saturated brine density driving convection flows affecting gas distribution at basin scale. The control of numerical performances of TMGAS suggested that future code developments should be implemented to i) improve the modeling of gas-brine equilibria by calibrating the EOS with more recent mutual solubility data at higher T and P; ii) improve the iterative phase equilibria algorithms originally optimized for lower T, thus for lower water contents in the NA phase; iii) eliminate the convergence problems, characteristic of TOUGH2 simulator, related to the proper weighting of the gravity contribution to the P gradient in the multiphase version of Darcy’s law. Tiny time steps are occasionally required by convergence issues at few grid elements located at the front of advancing NA plume, when its migration is governed by density-driven flow; iv) reduce grid effects on the proper modeling of T, P and concentration gradients by using smaller grid spacing and implementing local grid refinement, where necessary. Local grid refinement is quite easy with the IFDM used by TOUGH2 for spatial discretization of mass and energy balance equations, providing that a suitable grid generator is available. However, both local grid refinement and smaller grid spacing might increase considerably the number of grid elements and then the number of balance equations to be solved. At this respect, Eni SpA developed a parallel version of TOUGH2–TMGAS which will be the basis for future simulation studies of hydrocarbons and inorganic gas mixtures migration within sedimentary basins for geological times.
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A growing number of applications in engineering requires to merge mathematical models built on partial differential equations and complex data (possibly high-dimensional and/or affected by uncertainty) in order to perform tasks such as driving a system to a desired target, ensuring minimal operational risk, identifying its unknown features or exploring efficiently different scenarios. Data assimilation, uncertainty quantification, PDE-constrained optimization and inverse problems are therefore becoming more and more the mainstays of modern computational science. However, while recent advances
in reduced order modeling and uncertainty quantification techniques increasingly allow
to successfully tackle large-scale problems using computationally tenable algorithms,
several outstanding theoretical and algorithmical challenges remain. The purpose of this
minisymposium is to bring together researchers who are active in the above-mentioned
fields, to present novel and promising methods, and to discuss future trends for research.
Reduced basis (RB) methods represent a very efficient approach for the numerical approximation of problems involving the repeated solution of differential equations arising from engineering and applied sciences [5]. Noteworthy examples include partial differential equations (PDEs) depending on several parameters, PDE-constrained optimization, optimal control and inverse problems and, more recently, UQ problems. When dealing with these cases several challenges have to be faced to ensure the reliability and the computational efficiency of the RB method.

After an overview on the current state of the art of RB methods for parametrized PDEs, we show how to take advantage of a RB approximation e.g. when dealing with parameter identification for PDE models, where a Bayesian framework can be exploited for the sake of uncertainty quantification. Indeed, sampling techniques such as Monte Carlo Markov Chain (MCMC) or Kalman Filters (in the case of dynamical systems) are computationally demanding, since they usually require a huge number of queries to the forward PDE model [2, 4].

In this respect, efficiency is often ensured by performing a further reduction level, aiming at the approximation of complex nonaffine or nonlinear parametrized operators possibly appearing in the forward problem [3]. On the other hand, reliability is met by a suitable model for those reduction errors – unavoidable when replacing the high-fidelity model with the RB approximation – whose propagation must be controlled for the sake of bias reduction in the resulting parameter estimates. Numerical results will be shown in order to assess the efficacy of the proposed methods.
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An Ascending Thoracic Aortic Aneurysm (ATAA) is a typical cardiovascular disease that consists in a permanent dilatation of the ascending thoracic aorta and can lead to major complications, like aortic dissection and rupture. Aortic dissection and aortic rupture carry a mortality rate of about 20% and 90%, respectively, whereas surgical intervention has a mortality risk of approximately 5%. Evaluating the risk of ATAA complications is thus of fundamental importance to decide the best possible clinical strategy. The current clinical practice consists in recommending surgery if the maximum aneurysm diameter exceeds 5.5 cm. However, this index alone is not able to describe the biomechanical state of the arterial wall and does not represent a reliable predictor of complications, especially in case of small and medium-sized aneurysms.

Since rupture and dissection can be considered as the effects of preponderant stresses on the structurally compromised wall, the aneurysmatic pathology has been investigated from a biomechanical point of view by modeling the structural behavior of the wall and imposing the value of the pressure inside the aorta. This approach has led to the definition of new indices, e.g. the peak wall stress, which have been shown to outperform the maximum diameter in predicting rupture.

However, these structural studies neglect the impact of the hemodynamics, which is actually believed to play a key role in the origin and evolution of the aneurysms. The literature has pointed out that abnormal flow patterns and, in particular, abnormal wall shear stress have an important effect on the endothelial cells of the artery, possibly altering their morphology, orientation and permeability. In this context, in recent years the simulation of the blood flow by means of Computational Fluid Dynamics (CFD) has
become more and more common, since these techniques allow to quantify a large number of variables that cannot be directly obtained through in-vivo measurements. In addition, the combined use of CFD and medical imaging seems to be very promising, as it provides real anatomic data and velocities and thus permits to investigate the hemodynamics on a patient-specific basis.

Nonetheless, reliable patient-specific models are usually difficult to be obtained since CFD requires modeling assumptions that affect the accuracy of the simulations. These assumptions may be seen as sources of uncertainty and a stochastic analysis can be performed in order to evaluate their effect on the quantities of interest. Our work focuses on uncertainties in boundary conditions in patient-specific ATAA geometries, for both rigid and deformable-wall cases. At the inlet we imposed either an idealized flow rate waveform or patient-specific data coming from in-vivo measurements. At the outlets the choice is more challenging, since outflow boundary conditions should model what happens outside the computational domain. A widespread practice is to use lumped parameter models that characterize the effect of downstream organs and vessels by means of resistance, capacitance and inductance, according to the electric analogy between voltage and blood pressure and between current and flow rate. We chose the three-element Windkessel model, thus modeling the small vessels with a distal resistance and the large vessels by means of a proximal resistance and a capacitance. The present Uncertainty Quantification (UQ) analysis focuses on uncertainties in the value of these three parameters as well.

We considered two patient-specific geometries of thoracic aortas, characterized by different severity of ATAA: the first aneurysm has a maximum diameter of 5.1 cm, the second one a maximum diameter of 3.8 cm (Figure 1).

The hemodynamic simulations were performed with SimVascular, an open-source package specific for cardiovascular applications. We used unstructured tetrahedral grids for their adaptability to complex computational domains, and grid independence was checked on the values of the following quantities: maximum value of Wall Shear Stress (WSS) and velocity at various time instants, and maximum value of Time-Averaged Wall Shear Stress (TAWSS). Both rigid and deformable-wall simulations were performed. When considering the arterial wall compliance, for the sake of simplicity the aorta was assumed to be elastic, homogeneous and isotropic, with a uniform wall thickness.

As for the stochastic approach, we used the generalized Polynomial Chaos method with uniform probability density distributions and, thus, Legendre orthogonal polynomials.
Since a preliminary analysis showed that the proximal resistance and the capacitance are the main parameters affecting the pressure waveform in the 0D Windkessel model, these two quantities were selected as uncertain parameters for the UQ analysis, whereas a fixed physiological value of the distal resistance was maintained.

We analyzed the impact of the considered uncertainties on the pressure waveform at the descending aortic outlet section, as well as on the following hemodynamic descriptors: WSS, TAWSS, Oscillatory Shear Index (OSI). Our results show that the stochastic mean values of the quantities above are in general very similar to the values obtained in the deterministic simulations carried out with guessed values of the outflow parameters. For the case with two sources of uncertainty, Figure 2 shows the pressure waveform in terms of the stochastic mean value ± the stochastic standard deviation, together with the partial sensitivities to the two uncertain parameters along a cardiac cycle: for most part of the cycle $C$ is the main responsible of the variability of the results, $R_p$ becoming predominant in a small portion near peak systole.

The variability of the hemodynamic descriptors was found to depend on the geometry considered, being much larger in the small aneurysm (Figure 3). In addition, taking into account the wall compliance reduces the impact of the uncertainties in the outflow parameters (Figure 4). A similar stochastic sensitivity analysis to uncertainties in the inlet flow rate waveform is in progress and the results will be shown in the final presentation.

Figure 2: Effect of the uncertainties in the capacitance $C$ and proximal resistance $R_p$ on the pressure waveform in correspondence of the descending aorta outlet section (geometry A with rigid walls). The results are expressed in terms of stochastic mean ± stochastic standard deviation (a) and partial sensitivities to the two parameters (b).
Figure 3: Stochastic standard deviation of TAWSS for the geometry A (a-b) and geometry B (c-d) (rigid walls). Effect of uncertainties in the value of the capacitance $C$.

Figure 4: Effect on the TAWSS distribution of uncertainties in the value of the capacitance $C$ (geometry A with deformable walls): difference between the stochastic standard deviations in deformable and rigid cases.
Efficient techniques for the model order reduction of parametrized problems in computational fluid and solid mechanics
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Since the high-fidelity approximation of many complex models easily leads to solve large-scale problems, the need to perform multiple simulations to explore different scenarios, as well as to achieve rapid responses, often requires unaffordable computational resources. Alleviating this extreme computational effort represents the main motivation for developing ROMs, i.e. low-dimensional approximations of the underlying high-fidelity problem. Among a wide range of model order reduction approaches, here we focus on the so-called projection-based methods [1]. In this context, the goal is to generate low cost and fast, but still sufficiently accurate ROMs which characterize the system response for the whole range of input parameters we are interested in. In particular, several challenges have to be faced to ensure reliability and computational efficiency. Concerning this latter, we propose and compare different strategies to combine the Discrete Empirical Interpolation Method (DEIM) and its matrix variant with a state approximation resulting either from a proper orthogonal decomposition or a greedy approach [2, 3]. Specifically, we exploit these techniques to develop fast and efficient ROMs for nonaffinely parametrized and nonlinear problems arising in computational solid and fluid dynamics, as well as in fluid-structure interaction. In all these cases, high performance computing plays a central role in both the design and implementation of the algorithms used to train (offline) and rapidly evaluate (online) the ROM [4].

The efficacy of the proposed methods is demonstrated on a variety of computationally-intensive applications, such as the prediction of wall stresses in abdominal aortic aneurysms and the simulation of coupled blood flow and mass transport in human arteries.
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Many physical and engineering problems can be properly described by mathematical models, typically of differential type. However, in many situations, the input parameters may be affected by uncertainty due e.g. to measurement errors, limited data availability or intrinsic variability of the phenomenon itself. A convenient way to characterize uncertainty consists in describing the uncertain parameters as random variables or space and/or time varying random fields.

In this talk, we consider a general (linear or non linear) time dependent partial differential equation (PDE) with random parameters in which the randomness can appear in the operator as a random parameter or forcing term as well as in the initial datum or boundary condition. Our goal is to approximate the solution in a low dimensional manifold. We consider the Dynamical Low Rank approximation method, in the same spirits of what proposed in [1] for the approximation of a deterministic evolution matrix equation, and [3] in the Uncertainty Quantification framework. This approach consists in a reduced basis method according to which the approximate solution is written in a separable form as a linear combination of a small (fixed) number of deterministic basis functions with stochastic coefficients, with the peculiarity that both the basis functions and the coefficients evolve in time. From a variational point of view the approximate solution is sought in the low dimensional manifold of fixed rank $S$ and is obtained by performing a Galerkin projection of the governing equations onto the (time-dependent) tangent space to the manifold along the solution trajectory. After an explicit parametrization of the manifold, one obtains a set of nonlinear differential equations, suitable for numerical integration, for both the coefficients and the basis functions of the approximate solution. In particular we discuss the application of the Dynamical Low Rank technique to the incompressible Navier Stokes equations with random boundary conditions. With this purpose we derive a slightly different formulations, named dual Dynamically Orthogonal (dual DO) formulation, that better deals with divergence free constraints as well as non-homogeneous random boundary conditions. The method proposed is tested on a hemodynamic problem, in which the blood flow is simulated in a realistic carotid artery reconstructed from MRI imaging. We assumed random inflow conditions due to uncertainty in Doppler measurements of the inflow velocity.

We will also discuss possible extensions of the Dynamical Low Rank approach for the approximation of second order wave equations with random parameters.
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In the talk we consider the reduced basis method applied to a time dependent PDE problem with uncertain input. Uncertainties in PDE models may arise from lack of knowledge regarding geometry, boundary conditions, source terms or model coefficients. In this context, one is often interested in statistics of functionals of the solution, rather than in the solution itself.

We treat the uncertainty by the Monte Carlo (MC) method where the PDE needs to be solved for $N_{MC}$ randomly chosen parameter samples. MC is attractive since it is easy to implement and its convergence rate is independent of the stochastic parameter dimension. However, a large number of samples $N_{MC}$ is required in order to achieve reasonable accuracy because of the low convergence rate of $O(N_{MC}^{-1/2})$. For each sample a PDE problem needs to be solved, which is computationally expensive with standard numerical discretization methods.

The reduced basis method approximates the solution manifold (over the parameters) on a low-dimensional subspace, which is constructed by the greedy procedure. The method yields a rigorous a posteriori error estimator for the error between the finite element and the reduced solution. The focus of this talk is the consideration of linear output functionals and their error estimation. A primal-dual approach is considered, which uses the solution of an adjoint problem, see [6].

As a numerical example, we study a time dependent heat problem as described in [3], where a heat flow on a heat shield is analyzed. The domain includes three squared cooling channels, see Figure 1.

![Diagram of the domain](image-url)
The variational formulation of the considered instationary heat problem is given as follows: find \( u \in H^1(D) \) such that

\[
\int_D \partial_t u v + \int_D \nabla u \cdot \nabla v + \xi_1 \int_{\partial D_{\text{out}}} u v + \xi_2 \int_{\partial D_{\text{in}}} u v = \xi_1 \int_{\partial D_{\text{out}}} v g(t), \quad \forall v \in H^1(D),
\]

where \( u \) denotes the unknown temperature field. Discretization in space is done by linear finite elements and the implicit Euler method is used for time integration. In [3] a pure greedy procedure is implemented in order to choose optimal parameter samples. The solutions for these samples span the reduced basis space. A low-dimensional reduced system is derived by Galerkin projection. The output of interest is the average temperature in the domain, \( \ell(v) = |\Omega|^{-1} \int_{\Omega} v \). Since the functional is chosen differently from the right hand side, this is the so called non-compliant case, see [6]. We present the following extensions to the example of [3]:

- We replace the pure greedy procedure by the POD-greedy method [4] for the time and the parameter selection, yielding a smaller RB space dimension.
- The heat transfer coefficient \( \xi_2 \) is modeled by a random variable and hence the solution as well as the output functional is a random quantity.
- Statistical quantities are estimated with the help of the reduced system and the MC method.
- We implement a weighted reduced basis method [2] in order to minimize the error in the expectation.
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PDE regularized principal component analysis on bidimensional manifolds, with applications to neuroimaging data
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Motivated by the analysis of high-dimensional neuroimaging signals over the cerebral cortex, we introduce a principal component analysis technique that can be used for exploring the variability and for performing dimensional reduction of signals observed over two-dimensional manifolds. The proposed method is based on a PDE regularization approach, involving the Laplace-Beltrami operator associated to the manifold domain. The model introduced can be applied to data observed over any two-dimensional manifold topology, and can naturally handle missing data and signals evaluated in different grids of points. The proposed method is applied to the analysis of resting state functional magnetic resonance imaging data from the Human Connectome Project.

This method is illustrated in [6] and has been developed within a line of research.

Figure 1: Left: a triangulated surface approximating the left hemisphere of the cerebral cortex, a highly convoluted thin sheet of neural tissue that constitutes the outermost part of the brain. Right: hemodynamical signal associated to neural activity over the cerebral cortex.
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concerning spatial regression with differential regularizations [1, 2, 3, 4, 5, 8, 9, 10]. The implementation of the method is based on the R package fdaPDE [7] released via The Comprehensive R Archive Network.
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A growing number of applications in engineering requires to merge mathematical models built on partial differential equations and complex data (possibly high-dimensional and/or affected by uncertainty) in order to perform tasks such as driving a system to a desired target, ensuring minimal operational risk, identifying its unknown features or exploring efficiently different scenarios. Data assimilation, uncertainty quantification, PDE-constrained optimization and inverse problems are therefore becoming more and more the mainstays of modern computational science. However, while recent advances
in reduced order modeling and uncertainty quantification techniques increasingly allow to successfully tackle large-scale problems using computationally tenable algorithms, several outstanding theoretical and algorithmical challenges remain. The purpose of this minisymposium is to bring together researchers who are active in the above-mentioned fields, to present novel and promising methods, and to discuss future trends for research.
Advances on multi level Monte Carlo methods for random PDEs
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Multi Level Monte Carlo (MLMC) is an emerging technology to effectively compute statistics of the solution of differential problems that include random terms. It can considerably improve the performance of standard Monte Carlo simulations by exploiting a hierarchy of spatial or temporal discretizations of the underlying differential problem and has been successfully applied in several contests. We focus here on models based on Partial Differential Equations with partially unknown input parameters, modeled as random variables. The setup of a MLMC algorithm, however, includes the choice of a set of parameters that should be properly tuned to achieve optimal performances.

We present a Continuation MLMC algorithm that solves the given approximation problem for a sequence of decreasing tolerances and adaptively calibrates these parameters for the problem at hand. The continuation algorithm is then applied to aerodynamic flows in uncertain operating conditions and geometries.

We will also present application of MLMC to a subsurface flow problem in a random, possibly rough, heterogeneous porous medium. In this case the performance of the MLMC can further be improved by introducing a control variate obtained by a smoothed version of the subsurface problem.
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The health monitoring of structures and infrastructures exposed to aging and/or extreme loading conditions is increasingly recognized as a timely issue, not only in civil engineering. To move towards real-time structural health monitoring (SHM) procedures, the adoption of reduced-order models (ROMs) obtained through proper orthogonal decomposition (POD) was proposed in [4]. In the case of a changing structural health, the ROM would need to be continuously re-trained so as to prevent the results to be affected by biases. In [2] a procedure was offered to avoid such time consuming re-training stages; in this work, we further discuss the proposed framework. The chance to attain even larger speedups through a coupling of such reduced-order modeling procedure and adaptive domain decomposition strategies, see e.g. [3], will be also commented during the Conference.

Let us consider a space-discretized (e.g. through finite elements) structural system; its undamped equations of motion read:

\[ M\ddot{u} + Ku = f \]  \hspace{2cm} (1)

where: \( M \) and \( K \) are the mass and stiffness matrices of the system; a superposed dot denotes time differentiation; \( \dot{u} \) and \( u \) are the acceleration and displacement vectors; \( f \) is the external load vector. In case of nonlinear, dissipative events affecting the structural properties, \( K \) may become a function of the current displacements in \( u \).

By partitioning the time interval of interest according to \([t_0 \ t_{end}] = \bigcup_{k=1}^{N_t} [t_{k-1} \ t_k]\) and adopting a standard Newmark integration procedure, the state-space form of Eq. (1) can be written, within a stochastic frame, as:

\[ x_k = A_k(\theta, \varphi)x_{k-1} + v_k^x \]  \hspace{2cm} (2)

\[ y_k = C_k(\varphi)x_k + v_k^y \]  \hspace{2cm} (3)
where: $\mathbf{x}_k$ represents the whole state of the system at instant $t_k$, collecting at least the current $\dot{\mathbf{u}}_k$ and $\mathbf{u}_k$ vectors; $y_k'$ is the observation vector at $t_k$; $\mathbf{v}_k^\mathbf{x}$ and $\mathbf{v}_k^y$ respectively represent the uncertainties in the process and observation equations; $\boldsymbol{\vartheta}$ and $\boldsymbol{\phi}$ are two sets of model parameters to be estimated; $\mathbf{A}_k(\boldsymbol{\vartheta}, \boldsymbol{\phi})$ maps the state of the system within the time step $[t_{k-1}, t_k]$; $\mathbf{C}_k(\boldsymbol{\phi})$ links the observation vector to the state of the system. In Eqs. (2) and (3), for ease of notation the effects of the known exogenous input (if any) have been dropped. System parameters are arranged into the two sets $\boldsymbol{\vartheta}$ and $\boldsymbol{\phi}$, depending on their physical interpretation: parameters in $\boldsymbol{\vartheta}$ are the uncertainties in the model related to its behavior; parameters in $\boldsymbol{\phi}$ come instead from a ROM of the system.

As proposed in [4, 2], instead of handling altogether the system vectors $\mathbf{x}_k$, $\boldsymbol{\vartheta}_k$ and $\boldsymbol{\phi}_k$ (where, as far as vectors $\boldsymbol{\vartheta}$ and $\boldsymbol{\phi}$ are concerned, the newly-introduced index $k$ identifies the current values provided by the procedure), the problem of dual system identification and ROM update is split into two different stages. First, state and model parameters are dealt with simultaneously, and the relevant state-space model becomes:

$$
\begin{bmatrix}
\dot{\mathbf{x}}_k \\
\dot{\boldsymbol{\vartheta}}_k
\end{bmatrix} =
\begin{bmatrix}
\mathbf{A}_k(\boldsymbol{\vartheta}_{k-1}, \hat{\boldsymbol{\phi}}_{k-1}) & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}_{k-1} \\
\boldsymbol{\vartheta}_{k-1}
\end{bmatrix} +
\begin{bmatrix}
\mathbf{v}_k^\mathbf{x} \\
\mathbf{v}_k^\boldsymbol{\vartheta}
\end{bmatrix}
$$

(4)

$$
\mathbf{y}_k = [\mathbf{C}_k(\hat{\boldsymbol{\phi}}_{k-1})] \begin{bmatrix}
\mathbf{x}_k \\
\boldsymbol{\vartheta}_k
\end{bmatrix} + \mathbf{v}_k^y
$$

(5)

where a hat denotes the estimated values; accordingly, $\hat{\boldsymbol{\phi}}_{k-1}$ is the vector gathering the estimated features of the ROM at the beginning of the time step. In Eq. (4), since entries of vector $\boldsymbol{\vartheta}_k$ are assumed to be material-dependent, their evolution has been modeled as a random walk with noise term $v_k^\boldsymbol{\vartheta}$. Second, by assuming the mapping $\mathbf{C}_k$ to be a linear function of $\boldsymbol{\phi}_k$, the state-space model for $\boldsymbol{\phi}_k$ itself is stated as:

$$
\boldsymbol{\phi}_k = \boldsymbol{\phi}_{k-1} + \mathbf{v}_k^\phi
$$

(6)

$$
\mathbf{y}_k = [\mathbf{C}_k(x_k)] \boldsymbol{\phi}_k + \mathbf{v}_k^y
$$

(7)

where Eq. (7) is a re-formulation of Eq. (3) to explicitly highlight the primary variable $\boldsymbol{\phi}_k$, in place of $\mathbf{x}_k$. For linear systems, in compliance with Eqs. (4) and (5) the dual estimation of $\mathbf{x}_k$ and $\boldsymbol{\vartheta}_k$ turns out to be nonlinear (actually bi-linear) due to the dependence of mapping $\mathbf{A}_k$ on the state variables $\boldsymbol{\vartheta}_{k-1}$; Eqs. (6) and (7) provide instead a linear state-space model for $\boldsymbol{\phi}_k$. Thanks to the splitting introduced here above, the full dual system identification problem is handled by a hybrid particle-Kalman filter [5] in the first stage, and by a Kalman filter in the second stage. For nonlinear systems characterized by a reduction of their strength and/or stiffness properties due to damage evolution, mapping $\mathbf{A}_k$ becomes nonlinear by itself; anyhow, provided that system dynamics and damage evolution are characterized by well-separated time-scales, $\mathbf{A}_k$ can be linearized and so assumed constant within each time step, see [2].

To speed up the analysis and allow SHM in real time or at least to move towards that goal, depending on the complexity of the structural system, POD is exploited to build a reduced-order model of the system according to:

$$
\mathbf{M}_k = \Phi_k^T \mathbf{M} \Phi_k \\
\mathbf{K}_k = \Phi_k^T \mathbf{K} \Phi_k
$$

(8)

where $\mathbf{M}_k$ and $\mathbf{K}_k$ are the ROM mass and stiffness matrices, obtained through matrix $\Phi_k$ collecting the current estimation of the proper orthogonal modes (POMs) given by the
Kalman filter, see [2]. Thanks to Eq. (5), the dual system identification and adaptive ROM problem is pursued within each time step as reported in Figure 1 where: mapping \( \mathbf{A}^{(i)}_k \) acts as \( \mathbf{A}_k \) in Eq. (4) to evolve the \((i)\)-th filter particle; \( \mathbf{X}^{(i)}_k \) is the realization of the ROM state provided by the \((i)\)-th particle; \( \mathbf{P}^{(i)}_k \) is the relevant covariance matrix; \( \mathbf{V}_x \) is the noise covariance relevant to the projected state equation; matrix \( \mathbf{L}_k = \text{diag}[\Phi_k \Phi_k \Phi_k 0] \) is necessary to link the observations to the ROM state; \( \varphi_k \) collects the POMs in vector form; particle weights \( \omega^{(i)}_k \) are evolved in time through a multivariate Gaussian distribution \( p(y_k|\mathbf{X}^{(i)}_k) \); \( G^{(i)}_k \) and \( G^{(i)}_k \) are, respectively, the Kalman gains computed in the two stages of the approach to update the estimates \( \hat{\mathbf{X}}_k \) and \( \varphi_k \).

The proposed approach has been adopted to estimate the damage state of a square thin aluminum plate (characterized by a sidelength/thickness ratio of 40), fully supported along its boundary. For SHM purposes, the structure has been divided into four regions, each one featuring a damage index \( d_i, i = 1, ..., 4 \), linearly scaling the structural stiffness; such damage indices are collectively gathered in \( \vartheta \) and then identified. Observations in \( y_k \) have been assumed the rotations (as a plate kinematics has been adopted for the full-order model, both displacements and rotations are gathered in \( \mathbf{u}_k \)) measured at the mid-points along the four edges of the plate; these positions were already recognized in [1] as optimal, to reduce the number of sensors to be deployed and maximize the sensitivity of the SHM system. After an initial training stage, state tracking, damage identification and ROM update have been carried out. Since the state is partially observed, the filters perform rather well in tracking system evolution. As for the structural stiffness affected by different damage indices \( d_i \) in the four plate regions, exemplary results are reported in Figure 2 at varying order \( o \) of the ROM, i.e. at varying number of the retained POMs. It is shown that, while for \( o = 1 \) and \( o = 2 \) some biased estimates have been obtained, for \( o = 3 \) an unbiased estimate of the whole damage state can be promptly obtained. Furthermore, the fast convergence of the local stiffness values \( E_i \) proves that the methodology performs...
Figure 2: Damaged plate: evolution of the estimated stiffness values $E_i$ in the four plate regions, at varying number of POMs: from top to bottom $o = 1$, $o = 2$ and $o = 3$.

well as for the adaption of the ROM soon after the structural health has changed (in the example at $t = 0.0375$ s); in fact, if ROM update were not carried out, estimations of $E_i$ would easily get biased or even diverge.
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In this talk, we will focus on the reduced basis methodology in the context of non-linear and non-affinely parametrized partial differential equations in which affine decomposition necessary for the reduced basis methodology are not obtained. To deal with this issue, it is now standard to apply the Empirical Interpolation Method (EIM) methodology \[1, 4\] before deploying the Reduced Basis (RB) methodology. The EIM building step can be costly and require many (hundreds) finite element solutions when the terms are non-linear that forbids its application to large non-linear problems.

In this talk, we will introduce a Simultaneous EIM Reduced basis algorithm (SER) \[2\] based on the use of reduced basis approximations into the EIM building step. Enjoying the efficiency offered by reduced basis approximation, this method provides a huge computational gain and can require as little as \(N + 1\) finite element solves where \(N\) is the dimension of the RB approximation and allows to recover the approximation properties when using the standard approach.

We will start this talk with a brief overview of the EIM and RB methodologies applied to non-linear problems. The identification of the main issue, discussing the changes to be made in the EIM offline step for such problems will then introduce the SER method detailed in the first part of the talk with some of its variants. The second part of the talk will first illustrate our method with results obtained on a benchmark introduced in \[4\]. We will then present its performances for large scale problems it is designed for, through a 3D non-linear multi-physics reduced model used in high field magnet optimization context introduced in \[3\].

The SER method is now available in the generic and seamlessly parallel reduced basis framework of the opensource library Feel++ (Finite Element method Embedded Language in C++, http://www.feelpp.org). An online demonstrations will be done.
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In this talk we describe the Multi-Index Stochastic Collocation method (MISC) for computing statistics of the solution of a PDE with random data. MISC is a combination technique based on mixed differences of spatial approximations and quadratures over the space of random data; in other words, the approximation is computed as a linear combination of several smaller approximation computed over relatively coarse grids in space and probability. We propose an optimization procedure to select the most effective mixed differences to include in the MISC estimator: such optimization is a crucial step and allows us to build a method that, provided with sufficient solution regularity, is potentially more effective than other multi-level collocation methods already available in literature.

We provide a complexity analysis both in the case of a finite and an infinite number of random variables, showing that in the optimal case the convergence rate of MISC is only dictated by the convergence of the deterministic solver applied to a one dimensional problem. We show the effectiveness of MISC with some computational tests, comparing it with other related methods available in the literature, such as the Multi-Index and Multilevel Monte Carlo, Multilevel Stochastic Collocation, Quasi Optimal Stochastic Collocation and Sparse Composite Collocation methods.
Multi space reduced basis (MSRB) preconditioners for large-scale parametrized PDEs
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In this talk we present a new 2-level preconditioner for the efficient solution of large-scale linear systems arising from the discretization of parametrized PDEs. Our preconditioner combines multiplicatively a reduced basis (RB) coarse solver and a nonsingular preconditioner, such as 1-level Additive Schwarz, Gauss-Seidel or Jacobi preconditioner. The proposed technique hinges upon the construction of a new Multi Space Reduced Basis (MSRB) method, where a reduced space is built through proper orthogonal decomposition at each iteration of the Richardson or the flexible GMRES method used to solve the large-scale linear system. As a matter of fact, each reduced space is suited to solve a particular iteration and aims at fixing the scales that have not been treated by previous iterations and the fine preconditioner yet. Not only, the RB error decays exponentially fast for each space, thus yielding to very small (compared to the dimension of the original system) reduced spaces. Since the RB accuracies obtained for each space affect the overall convergence of the iterative method in a multiplicative way, a very accurate solution of the large-scale system can be computed in very few (order than 10) iterations. Numerical tests have been carried out to evaluate the performance of the preconditioner in different large-scale modeling settings related to parametrized advection-diffusion-reaction equations, up to millions of degrees of freedom, and compared with the current state-of-art algebraic multigrid preconditioners.
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The design of aerial, marine, and ground vehicles involves a number of different and often conflicting disciplines, requiring accurate analyses and complex decision making methodologies. In the last decades, the design process has been substantially modified by the availability of high-fidelity computer simulation tools and high performance computing systems. The design paradigm has shifted from the build-and-test approach to more efficient, effective, and versatile simulation-based design methodologies. The integration of optimization algorithms with computer simulations has led to automatic simulation-based design optimization (SBDO) procedures, with the aim of assisting and possibly guiding the designer in the decision making process of complex engineering applications. SBDO has been widely applied to aerospace, naval, and automotive applications, where the shape design is of primary importance for the vehicle performance (e.g., aerodynamic, aeroelasticity, flight mechanics, hydrodynamics, seakeeping, structures, heat transfer). In this context, an automated SBDO needs to integrate (i) simulation tools (for fluids, structures, etc.) and (ii) optimization algorithms with (iii) geometry modification and automatic meshing algorithms (see the right block in Fig. 1). To obtain an automated process this three fundamental elements have to be coupled together in a robust and
High-fidelity simulations based on PDE are required to achieve accurate solutions

and drive effectively the optimization algorithm towards the (possibly global) optimum. Furthermore, real world applications are affected by uncertainty and therefore require an accurate modeling of environmental and operating conditions and the solution of an uncertainty quantification problem within the optimization loop, in order to achieve robust design solutions. Despite the increased computational power of HPC systems and efficiency of numerical algorithms, high-fidelity SBDO for deterministic and/or stochastic shape optimization still remains a challenging process, from theoretical, algorithmic, and technological viewpoints. One of the most complex challenges is how to deal with high-dimensional, large design spaces, especially when computationally-expensive black-box functions are used for the performance analysis. Potential design improvements significantly depend on dimension and extension of the design space: high dimension and variability spaces are more difficult and expensive to explore but, at the same time, potentially allow for larger improvements. The assessment and breakdown of the design-space variability is therefore a key element for the success of the SBDO.

Some recent research focused on design-space dimensionality reduction for efficient uncertainty quantification and optimization procedures. In [7], the Karhunen-Loève expansion (KLE, also known as proper orthogonal decomposition, POD) is used for representing distributed geometrical uncertainties and building a reduced-order spatial model for uncertainty quantification. In [1], a quantitative approach based on the KLE has been formulated for a pre-optimization assessment of the shape modification variability and the definition of a reduced-dimensionality global model of the shape modification. The method has been successfully applied for deterministic [8] and stochastic [2] hydrodynamic optimization. Lately, [3] extended the KLE formulation for dimensionality reduction to combined geometry and physics based design variability.

The objective of the current work is to present recent developments in the application of a generalized KLE formulation to design-space dimensionality reduction in hydrodynamic shape optimization. The method proposed provides the breakdown of geometry and physics based design variability, as lately developed and presented in [3]. The approach is schematized in Fig. 1 where the left box includes the elements of the pre-optimization design-space dimensionality reduction. Design spaces are assessed in terms of eigenmodes and eigenvalues of an integral operator. The eigenvalues equal the design variability (variance) associated to the corresponding eigenmodes, which are used as a basis to build a reduced-dimensionality representation of the shape modification. Details of equations and numerical implementation are given in [1, 3].
The method is demonstrated for the optimization in calm water of the DTMB 5415, an early and open-to-public version of the DDG-51 (an USS Arleigh Burke-class destroyer). The geometry of the hull is modified to reduce the resistance at Fr=0.25. The physics taken into account includes the wave elevation and the wave resistance coefficient, evaluated by the sake of design-space dimensionality reduction by a low fidelity solver (potential flow). Figure 2 shows the variability associated to a 27-dimensional design space, obtained by a global modification of the 3D space that embeds the DTMB 5415 [8]. Specifically, 1000 random designs were produced and the corresponding histogram analysis is shown in Fig. 2 (a), (b) and (c), for a point of the hull (geometry variation), a point of the free surface (variation of the wave elevation), and finally the variation of the wave resistance coefficient. The design-space dimensionality reduction is performed considering four vector spaces, formed by: geometry only (G), geometry and wave elevation (G+W), geometry and wave resistance coefficient (G+C_W), and finally geometry, wave elevation, and wave resistance coefficient (G+W+C_W). Figures 3 (a) and (b) show, respectively, the absolute and relative design variability (in terms of cumulative sum of eigenvalues provided by KLE) associated to a dimensionality-reduced space of dimension N. Using G, the 95% of the original design variability is achieved by N = 15. Extending to physics based analysis, a number of design variables equal to N = 11, 11, and 9 is required, using G+W, G+C_W, and G+W+C_W, respectively. Figure 4 (a), (b), (c), and (d) show, for each space, the basis function (geometry domain) that resolves the largest design variability.

The current results show how the combined geometry and physics based analysis improves the effectiveness of the design-space dimensionality reduction, allowing for a more efficient definition of the design space for hydrodynamic shape optimization.
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Figure 3: Design variability (variance) retained by a reduced-dimensionality space of dimension $N$ [3]

(a) Absolute values (b) Relative values

Figure 4: Basis functions (geometry domain) resolving the largest design variability, for each design space [3]

(a) $G$ (b) $G+W$

(c) $G+C_W$

(d) $G+W+C_W$
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A growing number of applications in engineering requires to merge mathematical models built on partial differential equations and complex data (possibly high-dimensional and/or affected by uncertainty) in order to perform tasks such as driving a system to a desired target, ensuring minimal operational risk, identifying its unknown features or exploring efficiently different scenarios. Data assimilation, uncertainty quantification, PDE-constrained optimization and inverse problems are therefore becoming more and more the mainstays of modern computational science. However, while recent advances
in reduced order modeling and uncertainty quantification techniques increasingly allow to successfully tackle large-scale problems using computationally tenable algorithms, several outstanding theoretical and algorithmical challenges remain. The purpose of this minisymposium is to bring together researchers who are active in the above-mentioned fields, to present novel and promising methods, and to discuss future trends for research.
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We consider the framework of subsurface flow simulation in fractured media modelled by the so-called Discrete Fracture Network (DFN) approach. Within this model, the fractured medium is described as an (impervious) rock matrix crossed by fractures, represented as planar polygons, with various orientation in space, intersecting each other along segments called traces. The flow occurs along fractures, and flux exchange takes place across traces. The flow on the overall network is driven by the Darcy law, locally imposed on fractures; these local problems are coupled by suitable matching conditions ensuring flux balance at the fractures intersections.

Since deterministic data about the underground are not fully available, networks are generated starting from probabilistic distributions for both hydro-geological properties (such as fracture transmissivity) and geometrical features (orientation in the 3D space, position, dimension, and aspect ratio). The issue of quantifying the influence of these stochastic parameters on the output of DFN models is therefore of crucial importance, especially in applications related to safety investigation of underground exploitation processes, such as for example geological storage, aquifer monitoring, oil & gas enhanced production. An example of realistic test case under investigation is depicted in Figure 1, representing a network in which an injection well and an extraction well are connected, by means of a fracture network, to a large fault. The investigation here can be related to the monitoring of the dispersion of a pollutant injected in the network. Due to the complexity of each simulation, a non-intrusive approach is recommended, in such a way that the solver acts as a black-box. Furthermore, the high computational cost calls for the use of modern UQ techniques which allow for effective computation.
of statistics of interest with a moderate number of calls to the black-box. Within this context, we will consider stationary problems with stochastic geometrical parameters, and non-stationary problems with deterministic geometry and stochastic hydro-geological parameters (see, e.g., Figure 2, in which the dispersion of a pollutant in the network is monitored).

In both the described cases, we will address the problem of computing statistics of the quantity of interest by means of suitable, effective UQ strategies. In particular, collocation strategies (using sparse grids in the stochastic multi-dimensional case) and the Multi-level Monte Carlo method will be considered, obtaining good approximations of the first and second order moments of the quantity of interest. As an example, we depict in Figure 3 the behaviour of the errors obtained in computing the expected value of the overall flux flowing through a given network, in which the fracture dimensions are stochastically generated.

In all the considered cases, of crucial importance will be the robustness of the underlying solver, which should be able to tackle whatever complex geometrical configuration is stochastically generated.
Figure 3: Approximation of the expected value of the flux flowing through a DFN with stochastic geometry: errors versus computational cost with Multi-level Monte Carlo (MLMC), standard Monte Carlo (MC), multi-element stochastic collocation (SC)
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1 Introduction

Geophysical methods have gained much interest in hydrology because of their ability to provide estimates of the spatial distribution of subsurface properties at a scale that is often relevant to key hydrological processes. Because of an increased desire to quantify uncertainty in hydrological predictions, many of the corresponding inverse problems have recently been posed within a Bayesian framework. With the Bayesian approach, it is often necessary to make significant approximations to the hydrological and geophysical forward models such that stochastic sampling from the posterior distribution, for example using Markov-chain-Monte-Carlo (MCMC) methods, is computationally feasible. These approximations lead to model errors which are notoriously difficult to characterize for real-world geophysical problems as they are often highly non-Gaussian, strongly correlated, and spatially and temporally variable. Here we present a practical approach for model error identification and removal that is based on the idea that model error can sometimes be separated from parameter and data uncertainties through learning about its behaviour from stochastic realizations. We apply this approach to the problem of estimating subsurface unsaturated hydraulic parameters from zero-offset-profile crosshole ground-penetrating radar data.

2 Bayesian geophysical inversion

Consider the general forward problem linking a set of $N$ measured or observed data $d_{\text{obs}} \in \mathbb{R}^N$ to a set of $M$ subsurface model parameters of interest $m_{\text{true}} \in \mathbb{R}^M$:

$$d_{\text{obs}} = F(m_{\text{true}}) + e_d,$$

(1)
where forward operator $F : \mathbb{R}^M \rightarrow \mathbb{R}^N$ contains the physics and geometry of the measurements and $e_d$ is vector of data measurement errors. Within a probabilistic framework, the corresponding inverse problem can be formulated using Bayes’ theorem, whereby an initial prior state of information for the model parameters $\rho(m)$ is updated into a more refined posterior state of knowledge $\sigma(m)$ based on the available data $[1]$. That is,

$$\sigma(m) = k L(m) \rho(m),$$  \hspace{1cm} (2)

where $k$ is a normalization constant and $L(m)$ is the likelihood function. Assuming that (i) the underlying physics is completely known and considered in the inverse problem, and (ii) the data measurement errors are independent and identically normally distributed having mean zero and standard deviation $s_d$, $L(m)$ has the simple multi-Gaussian form

$$L(m) = \frac{1}{(2\pi s_d^2)^{N/2}} \exp \left[ -\frac{||r(m)||^2}{2s_d^2} \right],$$  \hspace{1cm} (3)

where $r(m)$ is the residual or difference between the observed data and those predicted for some model parameter set $m$ using $F$. The latter quantity is given by

$$r(m) = d_{\text{obs}} - d_{\text{pred}} = F(m_{\text{true}}) - \hat{F}(m) + e_d,$$  \hspace{1cm} (4)

where $d_{\text{pred}}$ denotes the predicted data.

### 3 Dealing with model error

Likelihood equation (3) is perfectly theoretically valid for the case where the only contribution to the difference between the observed and predicted data, when considering the correct set of model parameters $m_{\text{true}}$, is a set of Gaussian data measurement errors having known standard deviation $s_d$. Indeed, MCMC algorithms based on equations (2) through (4), or slight variants thereof, have been used to quantify uncertainty for a wide range of geophysical and hydrological problems under the implicit assumption that the latter condition is satisfied. In most cases, however, the forward operator considered in such inversions is either not fully known and/or it employs approximate or surrogate physics in order to make the MCMC procedure computationally tractable. As a result, the residual more commonly takes the form

$$r(m) = F(m_{\text{true}}) - \hat{F}(m) + e_d = \frac{F(m_{\text{true}}) - F(m)}{\text{parameter error}} + \frac{F(m) - \hat{F}(m)}{\text{model error}} + \frac{e_d}{\text{data error}},$$  \hspace{1cm} (5)

where $\hat{F}$ is the incorrect or approximate forward operator. The presence of an additional model error term in equation (5) as compared with equation (4), which is commonly of large magnitude, strongly correlated, and highly non-Gaussian, makes use of a Gaussian likelihood expression troublesome. In particular, it means that (i) the residual will not necessarily be minimized when $m = m_{\text{true}}$, implying posterior parameter bias; and (ii) feasible model parameter sets may have an extremely low likelihood when considering realistic levels of data error. Although simple and arbitrary inflation of $s_d$ can be used to broaden the Gaussian likelihood and reduce the latter issue, it cannot address the
former and be viewed as an effective solution for obtaining reliable posterior uncertainty estimates.

For many practical problems where approximate forward operators are employed to make MCMC sampling of the Bayesian posterior distribution computationally feasible, the model error term in equation (5) may be too complicated to characterize analytically through construction of an error model. For these reasons, we consider here a learning-based approach to identify and then subtract the model error from $r(m)$ before determination of the likelihood in MCMC. The overall idea is that a small number of model error training realizations, computed for random model parameter sets using the full and approximate forward operators, can be used for this purpose at significantly lower computational cost than considering the full physics forward operator directly in the MCMC procedure. Our approach can be summarized as follows:

1. Generate $k$ random sets of model parameters $\{m_1, ..., m_k\}$ by drawing from the Bayesian prior distribution $\rho(m)$.

2. Compute the corresponding set of model error training realizations $\{T_1, ..., T_k\}$, where $T_i = F(m_i) - \hat{F}(m_i)$.

3. Perform principal component analysis (PCA) on the training realizations $\{T_1, ..., T_k\}$ in order to obtain a sparse orthonormal basis $B = [b_1, ..., b_b]$ for the model error, where the number of basis vectors $b$ is chosen such that $B$ captures some high percentage of the variance of the realizations, but has minimal ability to capture contributions to the residual that do not resemble model error such as data measurement uncertainties.

4. For each set of model parameters $m'$ tested within MCMC, calculate the best least-squares approximation of the residual $r(m') = d_{obs} - \hat{F}(m')$ using the model error basis, obtained using $BB^T r(m')$, and remove this result from the residual. This yields the remainder

$$R(m') = r(m') - BB^T r(m') \quad (6)$$

5. Use $R(m')$ to determine $L(m')$ within MCMC.

References

Uncertainty Quantification for Compaction Modeling in Stratified Sedimentary Basins

*Ivo Colombo*

Politecnico di Milano  
Piazza Leonardo da Vinci, 32 20133 - Milano Italy  
ivo.colombo@polimi.it

*Giovanni Michele Porta*

Politecnico di Milano  
Piazza Leonardo da Vinci, 32 20133 - Milano Italy  
giovanni.porta@polimi.it

*Lorenzo Tamellini*

IMATI-CNR  
Via Ferrata, 1 27100 - Pavia Italy  
tamellini@imati.cnr.it

*Anna Scotti*

Politecnico di Milano  
Via Bonardi, 9 20133 - Milano Italy  
anna.scotti@polimi.it

*Fabio Nobile*

École Polytechnique Fédérale de Lausanne  
EPFL-SB-MATHICSE-CSQI, Building Math, Station 8, CH-1015 - Lausanne Switzerland  
fabio.nobile@epfl.ch

We employ a one-dimensional numerical model [1] to simulate the vertical compaction of sedimentary basins, characterized by alternating depositional events of sandstone and shale layers. In order to perform the uncertainty quantification analysis in an efficient way, we adopt an approach based on: (i) forward modeling of fluid flow and compaction along time and (ii) application of a model-complexity reduction technique based on sparse-grids approximation. Our technique thus relies on a polynomial surrogate model, which approximates the full compaction model, originally expressed as a coupled system of nonlinear partial differential equations. The surrogate model solution proposed in [1] is obtained following three steps: (a) selection of uncertain model parameters and their range of variability, (b) efficient sampling of the parameter space through a sparse grid technique and (c) interpolation of the model responses on the sparse grid at each depth. Observe that the sparse-grid approximation can eventually be converted into a generalized Polynomial Chaos Expansion (gPCE), whose coefficients can be algebraically post-processed to obtain relevant information for the uncertainty quantification analysis, such as statistical moments and Sobol indices of the quantities of interest. Uncertainty quantification typically requires multiple evaluations of the model outputs in the selected parameters space. In this context, the sparse-grids-based surrogate model...
is a powerful tool to reduce the computational costs. However, sparse grids typically lose accuracy in the presence of model outputs which display sharp discontinuities in the parameters space. This issue becomes particularly relevant in the context of compaction modeling, as some model outputs typically assume different values depending on the properties associated with the geo-material. For example the evolution of porosity can considerably change between sand and clay sediments, due to (i) the different mechanical properties associated to the sediments and (ii) geochemical processes leading to porosity changes which selectively take place as a function of the local sediment composition (our model e.g. considers porosity reduction due to quartz cementation which may largely affect porosity only in sandstone layers). As a consequence, vertical distributions of porosity may exhibit large discontinuities at the interface between two layers characterized by different sediment compositions. Therefore, a single depth may be associated with the presence of different geo-materials, when multiple realizations are considered within the selected parameters space. As hinted above, this corresponds to a discontinuity in the input-output mapping and prevents an accurate approximation of the complete porosity vertical profile through a polynomial approach. We present a procedure to overcome this limitation, based on a suitable remapping of the realizations to a reference domain.

An application to a (synthetic) test case is illustrated. We consider a simple domain composed by five alternating layers of sandstone and shale materials. We set to a fixed value the majority of model parameters and select only three to be considered as random: the porous medium vertical compressibility for sandstone and shale, and the shale vertical permeability. The choice of this particular set of random parameters is here adopted for illustrative purposes and is grounded on the observation that these parameters strongly influence the compaction of the domain, allowing us to emphasize the overlapping of layers of different materials. The random parameters are associated with a uniform probability density function, whose range is here assigned upon relying on real field studies. We assess the robustness of our approach through a direct comparison against the full model solution in a Monte Carlo framework, and by comparing the probability density functions referred to vertical porosity distribution obtained with the full compaction model and the surrogate model. Our results show that the proposed methodology allows reproducing multimodal probability density functions, resulting from the strongly nonlinear mapping between input and output which characterizes the considered problem.
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We propose statistically optimal and computationally efficient dimensionality reduction techniques for goal-oriented Bayesian Gaussian linear inverse problems where the QoI is a linear function of the inversion parameters. In particular, we study approximations of the posterior covariance of the QoI as a low-rank negative update of the prior covariance of the QoI and prove optimality of the update with respect to the natural geodesic distance on the manifold of symmetric and positive definite matrices. We also propose approximations of the posterior mean of the QoI as a low-rank linear function of the data and prove optimality of the approximation with respect to the Bayes risk for squared-error loss weighted by the posterior precision matrix of the QoI. These optimal approximations avoid the explicit computation of the full posterior distribution of the parameters and focus entirely on directions that are well informed by the data and that are relevant to the QoI. These directions are obtained from the leading generalized eigenvectors of a suitable matrix pencil and stem from a careful balance between all the ingredients of the goal oriented inverse problem: prior information, forward model, measurement noise and ultimate goals.
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This work focuses on the Bayesian inference of parameters associated to the Chile 2010 earthquake. The objective is to estimate the location, the orientation as well as the slip of a single fault earthquake model through the generated tsunami and the data gathered by an offshore buoy. In order to achieve this objective, we must address several difficulties concerning the computation of a surrogate model, its reduction, and the construction of a pertinent Bayesian model that can handle the limitations of the numerical solution of the forward problem and the data.

The data are provided by a single DART (Deep-ocean Assessment and Reporting of Tsunami) station, which measures the sea surface anomaly. As illustrated in Figure 1, we can see that the gauge is far away from the prior belief on the position of the earthquake, and therefore the data might not contain enough information to properly infer the properties of the earthquake. Figure 2 also shows that the stationary assumption of the noise process does not hold, and exhibits a correlation structure that has to be taken into account.

Denoting by $\xi$ the random vector to infer, $M$ the numerical forward model, $\varepsilon$ the noise and $Y$ the predicted signal at the DART buoy, we adopt the following additive model

$$Y(t) = M(t; \xi) + \varepsilon(t), \quad \forall t \in \{t_1, \ldots, t_n\}.$$ 

The prior distribution of $\xi$ is supposed to be uniform while the noise is defined by a parametric Gaussian process $\varepsilon \sim \mathcal{N}(\theta_1, C_\varepsilon(\theta))$. The noise is defined as the sum of a biased independent Gaussian model and a zero-mean process with a Matérn 3/2 covariance which
Figure 1: Left: Prior location of the earthquake and position of the DART buoy. Right: Comparison between the signal recorded by the gauge and a sample of the forward model.

captures the model error after the arrival of the tsunami at the gauge. The uniformly distributed hyperparameter $\theta$ is assumed to be independent of $\xi$ and is also inferred from the data. The joint posterior distribution of the parameters $\xi$ and $\theta$ is therefore given by the Bayes theorem stating that

$$p(\xi, \theta | Y = y) \propto p(Y = y | \xi, \theta),$$

since all the priors are uniform.

In order to sample from the posterior distribution, we will use the adaptive Metropolis-Hastings algorithm [2]. It is a Markov-Chain Monte-Carlo method that requires a large number of evaluations of the forward model $M$, which is prohibitive. Indeed, one sample of $M$ requires us to solve the 2D shallow water equation taking into account the bathymetry variation for a relatively large time frame with the GeoClaw software [1]. An inexpensive polynomial-based surrogate model is therefore introduced in order to accelerate the inference. Since the forward $M$ is not smooth due to different arrival times $a(\xi)$ of the waves depending on the parameter, we first introduce a suitable time transform such that

$$M(t; \xi) = M_\tau(\tau; \xi), \quad \tau = t - a(\xi).$$

As a consequence, the waves arrive at the same fictitious time $\tau = 0$ at the buoy and the model $M_\tau$ is smoother with respect to $\xi$ than $M$. Given the fully tensorized Legendre polynomials $(\psi_\alpha)_{\alpha \in A}$ where $A$ is a finite set of multi-indices, the model is approximated by

$$M(t; \xi) \approx \sum_{\alpha \in A} M_{\tau, \alpha}(t - \sum_{\beta \in A} a_\beta \psi_\beta(\xi); \xi) \psi_\alpha(\xi).$$

The coefficients $(M_\alpha)_{\alpha \in A}$ and $(a_\alpha)_{\alpha \in A}$ are computed by $L^2$ projection with the non-intrusive spectral projection method [3]. The convergence of the posterior distribution is then numerically assessed using the Shannon entropy of a probability density function $f$ defined by $H(f) = E_f(-\log(f))$. 

650
We discuss model reduction techniques which are suitable for the Bayesian framework based on the singular value decomposition (SVD). The decomposition provides the optimal space $\mathcal{V}_r$ of dimension $r$ which minimizes the mean square error

$$
\mathbb{E} \left( \| M(\xi) - P_{\mathcal{V}_r} M(\xi) \|^2 \right) = \min_{\dim W = r} \mathbb{E} \left( \| M(\xi) - P_W M(\xi) \|^2 \right).
$$

In particular, we introduce a SVD based on the Mahalanobis distance which greatly improves the convergence of the posterior distribution with respect to the dimension of the space $r$. Finally, we will analyze the possibility of defining optimal subspaces dedicated to the approximation of the posterior distribution through an information gain analysis based on the Kullback-Leibler divergence. Numerical results will be presented and discussed.
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Measure transport is a valuable tool for characterizing multivariate non-Gaussian target distributions [1, 2, 3, 4] via sampling or quadrature. This task has a broad range of applications, many of which center on statistical inference—e.g., the solution of Bayesian inverse problems, as well as filtering and smoothing in dynamical systems. The transport approach seeks a deterministic map that pushes forward a reference distribution to the target distribution of interest. An important property of this method is that it allows the parallel exploration of the target distribution and the parallel generation of independent samples. The map is constructed by minimizing the Kullback-Leibler divergence from pushforward of the reference distribution to the target distribution. This minimization problem becomes challenging in high dimensions, however, and finding an efficient parameterization of the map can become nontrivial as the target departs significantly from Gaussianity (in the case of a Gaussian reference). To tackle the first challenge, we identify and exploit several sources of sparsity in order to reduce the dimensionality of the problem [5]. To tackle the second challenge, we introduce an iterative and adaptive approach that analyzes the first variation of the minimization problem to identify a posteriori refinement directions at negligible additional cost. These methods will be demonstrated on inference problems arising in spatial statistics and differential equations.
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In order to effectively address the complex multidisciplinary problems arising in geophysics, a wide variety of cross competences is required. Numerical methods are used to solve complex coupled physical models on state of the art supercomputers. In particular the efficient use of supercomputing facilities is of utmost importance for most of the geophysical applications, and the detailed knowledge of the recent trends in supercomputing hardware might affect the choice of the numerical technique employed and of its implementation. For these reasons a close interaction between domain scientists, experts in numerics, and High Performance Computing experts is highly beneficial. With this minisymposium we aim at gathering experts from the three aforementioned fields, namely geophysical science, numerical methods, and HPC, in order to facilitate interactions and to enhance collaborations across the domains.
Remark  Dimitri Komatitsch is our key-note speaker, therefore we allocated a double slot for him.
High-frequency modeling and imaging based on acoustic waves and HPC in geosciences and non-destructive testing
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Owing to the progress of high-performance computing resources and numerical simulation techniques, waveform inversion approaches nowadays become a viable alternative to classical ray-based tomographic approaches. Exploiting full waveforms in seismic tomography requires an efficient and precise method to solve the elastic wave equation in 3D inhomogeneous media. Since resolution of waveform inversion is limited by the seismic wavelength, it is crucial to exploit short-period teleseismic waves recorded by dense regional arrays. However, modelling the propagation of short-period body waves in heterogeneous media is still very challenging, even on the largest modern supercomputers. For this reason, we have developed a hybrid method that couples a global wave propagation method in a 1D Earth to a 3D spectral-element method in a regional domain. This hybrid method restricts the costly 3D computations to inside the regional domain, which dramatically decreases the computational cost. It thus allows us to compute teleseismic wavefields down to 1s period, thus accounting for the complexities that affect the propagation of seismic waves in the regional domain. We thus present the first application of this new waveform inversion approach to broadband data coming from two dense transects deployed during the PYROPE experiment across the Pyrenees Mountains [1]. More generally speaking, the technique that we introduce is of interest for instance for high-resolution imaging of lithospheric structures at high frequency. We also introduce and discuss a new exact way of handling viscoelastic dissipation in such full waveform imaging problems [2].
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The end of Moore’s Law, the little improvement in silicon chips and power constraints are jeopardizing the future of HPC architectures. Moreover, for many datacenters the capacity in term of electrical power is coming to its limit, and without a dramatic improvement in floating point efficiency this limit will determine the maximum size of the high-end system that can be deployed. To plan and sustain the increase of performance of the supercomputers disruptive changes in data centers, architectures and softwares need to be faced. In this talk the architecture design of Marconi, the new flagship system of Cineca will be presented and related to the above challenge. Finally the impact of the new architectures on the applications development for geoscience will be discussed.
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In order to forecast volcanic plumes and ash dispersal in the atmosphere – simulating their turbulent evolution – three-dimensional (3D) computational fluid dynamic models are needed [1] [2]. With this aim, a finite volume solver (ASHEE) for compressible, turbulent dispersed multiphase flows is implemented in the OpenFOAM infrastructure [3] [4]. The evolution of volcanic ash clouds is a multiscale phenomenon, where the largest scales are of the order of tens of kilometers and minutes, while the smallest are microns and microseconds. This wide range of scales makes Direct Numerical Simulations (DNS) of volcanic ash plumes computationally unfeasible. However, Large Eddy Simulations (LES) techniques allow to reduce significantly the number of degrees of freedom to be solved to capture mean and fluctuation properties of such a geophysical-scale flow. This makes modern High Performance Computing (HPC) infrastructures capable to afford in a reasonable time the computational requests of the associated mathematical problem. The ASHEE model [3] is a compressible formulation of the equilibrium–Eulerian model developed by [5] [6]. It allows to solve efficiently the dynamics of polydisperse mixtures, capturing solid particles clustering phenomena like preferential concentration and turbophoresis. It is faster than standard Eulerian–Eulerian multiphase models [7], but it can be used only for fine enough particles (Stokes number smaller than 0.2). A variety of subgrid-scale models for LES are implemented in the ASHEE model. They are both static (like the celebrated Smagorinsky-Lilly model) and dynamic (like the Germano dynamic model), offering the possibility to model the subgrid-scale turbulence with and without empirical parameters. The accuracy of the ASHEE model has been tested against a number of standardized fluid dynamic benchmarks, stressing its capability to capture the physical phenomena involved in the evolution of volcanic ash plumes. The numerical solver has been used in different HPC infrastructures, up to 1024 cores. This has allowed to model volcanic eruptions with satisfactory resolution within five days.
and one month of computational time. Even if presently its scalability is acceptable, we are working on individuating ASHEE and OpenFOAM bottlenecks, in order to further improve their parallel performances, going towards the possibility to model and forecast volcanic plumes evolution within 24 hours.
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\( sam(oa)^2 \) (Space-filling curves and Adaptive Meshes for Oceanic And Other Applications) is an efficient framework for the solution of 2D partial differential equations using a discretization based on dynamically adaptive triangular grids. It has been implemented using both distributed and shared memory parallelism and has been shown to scale well on up to 8192 cores. One of the application scenarios in \( sam(oa)^2 \) is based on the Shallow Water Equations and can be used to simulate tsunami wave propagation. In this work, our goal is to improve the performance of this scenario, focusing on Intel® Xeon Phi™ coprocessors. We experiment not only with running \( sam(oa)^2 \) using a single Xeon Phi™ coprocessor in native mode, but also with executions in symmetric mode, that is, running simulations on nodes with two Xeon Phi™ coprocessors and one Intel® Xeon® Ivy Bridge host processor each.

As a first strategy to improve the simulation efficiency, we implemented the concept of patches: each grid cell is now treated as a triangular “patch” containing regularly refined cells. This strategy improves the simulation performance not only due to more efficient memory accesses, but also allows the implementation of vectorized Riemann solvers, which can take advantage of the new data organization to process all edges in a patch using SIMD instructions. We implemented two versions of such solvers, which achieved up to 2.6× speedup on a single Xeon Phi™ coprocessor, compared to the no-patches version.

Also, using a heterogeneous system may lead to serious load imbalance issues. \( sam(oa)^2 \) features a load balancing strategy to take care of imbalances due to the dynamic refinement and coarsening during the simulation. However, this strategy distributes the load evenly among all processors, since it considers all processors to have similar efficiency. In order to fully exploit the system’s computing power, we are working on improving the load balancing module in \( sam(oa)^2 \), so that the relative efficiency of each processor is considered explicitly or implicitly. On a single node and using an explicitly fixed load ratio determined empirically, we have been able to reduce the simulation wall time in up to 45%, compared to the naive load balancing that distributes the load evenly. Our current focus is on
implementing a load balancing strategy that can determine the best load ratio for each processor in execution time, thus achieving optimal efficiency in other heterogeneous systems as well. Afterwards, we plan to extend our work to multiple heterogeneous nodes.
Access to large computational facilities for ocean modelling is required to meet the need for higher spatial and temporal resolution thus allowing climate change research to improve long-term trends predictions. NEMO [5] is one of the most common ocean models. Unfortunately, to fully exploit the next generation of massive parallel systems, the code should be deeply re-designed exploiting revolutionary co-design approaches. However, some evolutionary techniques can be proposed and adopted to improve the performance of the NEMO legacy code in the short-term, which of course can be highly beneficial for researchers working in production-level environments.

The talk is focused on two main topics: (i) the improvement of the NEMO model parallel efficiency, which means reaching good code scalability on thousands of cores and (ii) the need to increase the single-node peak performance exploitation.

Parallel inefficiency problem is generally addressed through the minimization of the communication overhead and/or the improvement of the workload balance among the parallel processes. Pros and cons of alternative parallel strategies have been investigated in two kernels, respectively resolving the tracer advection and the tracer lateral diffusion [1]: additionally, the best trade-off between communication and computation in one of the most computationally intensive kernel, implementing the SOR (Successive Over Relaxation) algorithm, has been evaluated [2]. Moreover, some optimizations on both the Open Boundaries [3] and the North-Fold algorithm have been designed and implemented, as results of a deep analysis of the main bottlenecks, also performed at routine level. A reduction of the execution time of about 34% in the first case and an improvement of the parallel efficiency of about 30% in the second case, have been achieved. Finally, the analysis of the code shows that single-node performance are well below the peak performance [4] of modern HPC systems. A deeper investigation at routine level allows identifying memory and computational bounded kernels thus helping the definition of the improvement strategy. It is worth of mentioning that single-node performance could be increased exploiting the memory locality and improving the instruction parallelism.
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In order to effectively address the complex multidisciplinary problems arising in geophysics, a wide variety of cross competences is required. Numerical methods are used to solve complex coupled physical models on state of the art supercomputers. In particular the efficient use of supercomputing facilities is of utmost importance for most of the geophysical applications, and the detailed knowledge of the recent trends in supercomputing hardware might affect the choice of the numerical technique employed and of its implementation. For these reasons a close interaction between domain scientists, experts in numerics, and High Performance Computing experts is highly beneficial. With this minisymposium we aim at gathering experts from the three aforementioned fields, namely geophysical science, numerical methods, and HPC, in order to facilitate interactions and to enhance collaborations across the domains.
Dynamic Adaptive Mesh Refinement with RLE-clustering vs. Parallelization-in-Time with REXI
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Solving PDEs is a challenging task and requires redesigning algorithms to reduce the time-to-solution or mathematical formulations to cope with those modern HPC architectures. This talk will discuss two orthogonal methods for solving PDEs and their common optimization target given by the time-to-solution.

The first part of this talk is on using dynamic adaptive mesh refinement (DAMR) with space-filling curves (SFC) which allows using resources more efficiently (time-to-solution, e.g.) by adopting the mesh over runtime to track important features. We developed an efficient cluster-oriented parallelization concept. Partitions are described by spatially clustered cells generated by the Sierpinski SFC with partitions being independently stored in the same memory context. We use a run-length encoded buffering strategy for efficient inter-partition communication of edges and nodes. With multiple independent partitions in a single memory, this yields direct support of OpenMP/TBB and the extension to MPI is quasi-optimal via block-wise edge/node data transfer and quasi-optimal RLE-cluster data migration. Additionally, such a parallel software concept allows cluster-based optimizations by dynamic reordering or skipping operations on clusters given a fixed number of computing resources which still allow a scalable parallelization we will show and discuss results of shallow-water and representative Tsunami simulations with DAMR and the resulting significant reduction in computational workload and time-to-solution.

The second part of this talk will be on one of the parallelization-in-time methods. These methods focus on computations which are already limited in spatial strong-scalability by the paradigms and algorithms of this parallel software concept were explained to Prof. Michael Bader in 2011 and led to disruptive changes in the development of the parallelization approach of the so-called sam(oa) framework in 2012: The original parallelization approach of the so-called sam(oa)2 development (ver. 2011) only allowed relatively efficient MPI-based edge communication. See e.g. with the MPI parallelization results based on the development of (this was a joint work with Kaveh Rahnema). This parallelization concept of samoa 2 was actively developed until 2012. In contrast, the clustering approach (including plenty of features not possible with the original approach in sam on 2) was presented and explained to Oliver Meister, Kaveh Rahnema and Prof. Michael Bader in 2011 and further details in 2012. This concept was named clustering in 2012 since this method would allow efficient cluster-based local time stepping on DAMR triangular grids. After explaining Oliver Meister all the problems of their original approach (e.g. MPI-only, no cluster-based optimizations) and the advantages of the run-length encoding and the parallel software concept, he decided in mid 2012 that “[...] merging the parallelization approach of Kaveh […] does not make sense. I’m not doing this but I’m now also implementing something which supports cluster-based local time stepping”. The interested reader might find updated information regarding the samoa2 development of Prof. Michael Bader, Oliver Meister and Kaveh Rahnema sooner or later here:

http://www.martin-schreiber.info/data/webdata/phd_thesis_html/schreiber14dissertationse20.html#x29-470003
applying strategies which allow to overcome this scalability limitation by using the time as an additional dimension of parallelization. This focuses on reducing the time-to-solution even for applications which are limited by their spatial scalability. We will discuss a parallelization-in-time approach for the oscillatory parts of the shallow water equations which will be parallelized with a massively parallel rational approximation of exponential integrators (REXI)\cite{3}. This yields speedups of two orders of magnitude for problem sizes which would be already limited in spatial scalability on a single compute node. A parallel performance model shows scalability on over 100k cores for sufficiently large time step sizes. The source code of both developments is freely available in the repositories \cite{1} and \cite{2}.
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Quadrature-free Implementation of a Spherical DG Scheme Based on a Local Tangent Basis
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Discontinuous Galerkin (DG) methods appear as a suitable candidate for next-generation climate and numerical weather prediction codes. Among the key features of this approach are its high parallel efficiency and geometrical flexibility, justifying the additional complexity of the discretization. However, high-order DG methods have not been used in operational global circulation models yet.

In this context, we present a proof-of-concept study that is aimed at the Icosahedral Nonhydrostatic Model (ICON), the currently operational numerical weather prediction code of the German weather service. Requirements for a DG dynamical core for ICON are discussed in detail.

One important aspect is the careful treatment of the spherical curvature which introduces additional acceleration terms into the discretized fluid conservation laws. While the majority of spherical DG schemes is either based on a spatial transformation of the original equations or the embedding into a global Cartesian coordinate system, we follow Bernard et al. [1] and employ a normalized local tangent basis computed directly from the mapping. This can be interpreted as a DG scheme with non-polynomial shape and test functions. We combine the approach with the quadrature-free CPR scheme [2]. Applied to shallow water flow the resulting test model demonstrates the potential of the DG approach even in this early stage of our dynamical core development.
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Introduction

CSCS has made a large commitment to port applications from a variety of scientific fields in a way which ensures performance portability across an array of target architectures. In this talk we would like to present the implementation of the Icosahedral Non-Hydrostatic (ICON) model [2], being jointly developed by the Max Planck Institute for Meteorology (MPI-M) and the German Weather Service (DWD), which is becoming increasingly used for simulations in Numerical Weather Prediction (NWP) and Climate Science. We will treat the computational challenges and present the programming techniques — OpenACC/OpenMP directives and MPI message passing — which were ultimately chosen for the high performance implementation.

Climate and Numerical Weather Prediction: the ICON Model

In atmospheric general circulation models (AGCMs), the solution of the equations describing atmospheric dynamics — essentially the fully-compressible 3D Euler equations on the sphere — can take the majority of the overall model execution time, depending on the type of algorithm used and the model resolution. The collective effects of physical phenomena which cannot be resolved in the dynamics grid scale are calculated by physical parameterizations (so-called physics) on a vertical atmospheric profile of one horizontal grid “box”. Together the dynamics and physics form the crux of climate / NWP models. In order to obtain a performant implementation for various HPC architectures, both of these components have to be addressed, usually with differing strategies.

For example, in an AGCM on hybrid-multicore architectures, such as Graphics Processing Units (GPUs), most data must be offloaded from the host to the device outside the main time loop, which contains both dynamics and physics, and updated on the latter until output occurs. Implementing only part of the algorithm on the GPU would necessitate large data transfers of the prognostic and diagnostic fields as they are updated, and this traffic would negate any performance gains from the many cores.

The application under consideration is the Icosahedral Non-hydrostatic (ICON) application [2], which is a global and/or regional climate / NWP model currently under development at the German Weather Service (DWD) and the Max Planck Institute for Meteorology (MPI-M). It is being ported to heterogeneous platforms by CSCS using a directive-based approach with both the OpenACC [5] and OpenMP [7] standards for parallelization, and the Message Passing Interface (MPI) for communication.
ICON dynamical core implementations

In a previous paper [1], we presented a comparison of different programming paradigms for ICON on GPUs, namely OpenCL [3], CUDA Fortran [3] and OpenACC. It was decided that the latter directive-based approach, which can be incorporated into the existing ICON Fortran code, was the least invasive of the three: Neither OpenCL nor CUDA Fortran is transparent to the existing MPI/OpenMP implementation, thus these paradigms would detract from the maintainability. OpenACC admittedly also has its deficiencies, which will be treated subsequently.

We have implemented ICON dynamics with an OpenACC distributed-memory (MPI) implementation alongside the existing OpenMP. We are in the process of augmenting the existing OpenMP physics with OpenACC.

Listing 1: The gradient calculation in the ICON shared utilities represents a typical triply-nested loop in the dycore. Note that while compilers allow compilation with both OpenMP and OpenACC, parallel regions from the two paradigms cannot overlap. Compilers are capable of inlining the get_indices_e routine. The calculation is only performed on the MPI processes associated with GPUs (i_am_accel_node), and only if acceleration has been turned on at runtime (acc_on). At the end, a call to check_patch_array illustrates the online validation check with the CPU sequential code (running on a thread with .NOT. i_am_accel_node), which would not appear in the final code.

The step into mainstream code development revealed numerous weaknesses in OpenACC, which would tend to bring its efficacy as a viable heterogeneous multicore programming paradigm into question. Listing 1 reveals that instances of derived types are used in the innermost loops which need to be vectorized on the GPU. This implies that these instances need to be deep-copied to the GPU at the beginning of the time integration loop.
Support for full deep copy of derived types was not available in OpenACC 2.0 [4], and, despite extensive lobbying, was not included in OpenACC 2.5 [5], though it is envisaged for OpenACC 3.0. We have relied on a preliminary and unsupported implementation of full deep copy, part of the Cray CCE 8.3.x compiler.

Next, OpenACC compilers do not currently support class member functions which are allowed in the Fortran 2003 standard. This is crucial in some physical parameterizations currently being ported.

Listing 2: ICON makes frequent use of index lists of grid points with fulfill a particular condition. The sequential construction of the list prohibits its vectorization, but fortunately in the ICON dycore, all instances of the criterion test and the application of grid point lists could be replaced with an immediate application within the test. Unfortunately the following list from the advection algorithm needs to be applied to numerous tracers and thus cannot be avoided. Thus the counter is protected with an ACC ATOMIC clause, with performance implications.

```fortran
ie = 0
!$ACC LOOP VECTOR COLLAPSE(2)
DO jk = slev, elev
   DO je = i_startidx, i_endidx
      ! logical switch for MERGE operations: .TRUE. for p_vn >= 0
      lvn_pos = p_vn(je,jk,jb) >= 0._wp
      ! compute length of backward trajectory
      traj_length = SQRT(p_vn(je,jk,jb)**2 + p_vt(je,jk,jb)**2) * p_dt
      ! distance from edge midpoint to upwind cell circumcenter [m]
      e2c_length = MERGE(ptr_, & ptr_
      IF (traj_length > 1.25_wp*e2c_length) THEN ! add point to index list
         !$ACC ATOMIC UPDATE
         ie = ie + 1
      !$ACC END ATOMIC
      ENDIF
   ENDDO ! loop over edges
ENDDO ! loop over vertical levels
! store list dimension
opt_falis
```

Finally, the code makes repeated use of grid-point lists (listing 2), namely lists of indices for which a given grid-point condition is fulfilled. These grid lists were successfully replaced in the dycore, but they are not easily removable from the other sections of ICON, for example the advection algorithm in question. In this case, the !$ACC ATOMIC directive can be used effectively, with little performance impact.

The success of OpenACC is completely dependent on the expression of sufficient multilevel parallelism in the code. As Listing 1 reveals, ICON developers had the foresight to implement a blocking factor npromax (je loop, 1 ≤ i_startidx ≤ i_endidx ≤ npromax) and array indexing (local index, level, block id) which performs adequately on both CPU and GPU, albeit with different values of npromax (CPU optimum 8 – 32, GPU optimum 128 – 1024, depending on resolution). Moreover, most internal loop pairs (je, jk) can be exchanged by setting a compiler flag. With the appropriate compilation and proper npromax values, the single-socket Intel Sandybridge + NVIDIA K20x nodes outperform dual-socket Intel Haswell nodes (Figure 1) by a factor commensurate to the ratio of obtainable memory bandwidth, typical for such bandwidth-limited calculations.
Figure 1: The strong (left) and weak (right) scalability of the ICON dycore is compared for dual-socket Haswell nodes (solid lines) vs. hybrid Sandybridge/K20x nodes (dashed lines) for three different global resolutions. GPU strong scalability is worse than for CPU, but when the global grid just fits into GPU memory, e.g., 64 nodes for R2B05, the timings ratio is comparable to the ratio of achievable bandwidths from the stream benchmark (bottom).

Summary

In this abstract we have illustrated some of the implementation issues in the combined OpenACC/OpenMP+MPI implementation of the ICON dynamics, which allow it to run efficiently on CPU and GPU architectures. We look forward to presenting this work at the SIMAI conference, as well as the ongoing project to port the ICON physics with the same paradigm.
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GridTools is a collection of C++ libraries for the development of grid applications, like PDE solvers on block-structured grids. The main driving applications for GridTools are complex real-world problems arising in geophysical science, which need to be efficiently parallelized on modern architectures, such as accelerators. GridTools is the successor of STELLA [3] a library used to discretize and accelerate the dynamical core of the COSMO weather model. GridTools’s goal is to provide more general purpose tools, allowing the user to define different types of grids, implement different discretization schemes (e.g. Galerkin discretizations), while exposing a more abstract API which can easily adapt to different application domains.

The GridTools libraries are written in C++, which allows, via generic programming and template metaprogramming techniques, to abstract many of the core concepts which depend on the underlying architecture, like preferred memory layout, memory hierarchy, and preferred parallel programming models. Currently NVIDIA GPU and X86 backends are supported. A python JIT compiler is implemented together with the core C++ library as an environment for rapid prototyping. The modular software architecture of the libraries is shown in figure 1. The project is founded by the PASC initiative. Below are some of the optimization strategies implemented in the GridTools core library:

- X86 (OpenMP):
  - Loop tiling: consists in partitioning the iteration space into tiles fitting in the cache memory, and loop over one tile at a time. This technique enhances data locality and improves caches utilization.
  - Loop fusion: This technique consists in performing multiple loops over one tile at a time. This leads to better performance, but it requires the tiles to be overlapping, the overlap being a halo region set up by the library based on a data dependency analysis. When temporary storages are needed in order to store intermediate results, these can be instantiated with the size of a tile,

---

Figure 1: The central part in blue shows the core components of GridTools, the generic layer which is common to all the tools. The orange components represent implementations of more specific features. The brown exagones show possible external contributions, third party libraries, or future extentions.

therefore fitting in the CPU cache. This algorithm allows a better utilization of the CPU caches, see [1] for details.

– Alignment: the API exposes an interface to properly set the data alignment, in order to exploit vectorization on the architectures supporting it.

• GPU (CUDA)

– Stage fusion: consists in having the possibility of merging multiple computation stages which are logically separated into a single execution kernel. This kernel performs all the stages either sequentially or concurrently, depending on the data dependency.

– Data locality: the GPUs do not have traditional coherent caches for access to non constant data, for this purpose the GPU shared memory is used to read-write data which is frequently accessed (e.g. the loop logic resources, the value of temporary fields).

– Read only data cache: loading data through the texture unit allows us to take advantage of the GPU’s read only data cache.

– Optimization of resources of the loop logic: the size of the objects accessed in the innermost loop is crucial on a GPU, due to the limited amount of available resources per thread. In order to reduce the register pressure GridTools implements mechanisms to keep such memory consumption low.
Alignment: On the GPU unaligned access to the data still produces an overhead. GridTools makes sure that all accesses to global memory are properly aligned.

1 The API

The GridTools API consists in two main parts: the definition of the user function, executed at each iteration point (possibly on the device), see Figure 2, and the definition of the computation, see Figure 4. The instantiation and definition of the storages is also required, and shown in Figure 3. Additional available features of the core library include

```c
struct flux_x {
    using tmpx = accessor<0, inout, extent<>, 4>;
    using sol = accessor<1, in, extent<0, -1>, 4>;
    using arg_list = boost::mpl::vector<tmpx, sol>;
    using comp = dimension<4>;

    template <typename Evaluation>
    static void Do(Evaluation const & eval, z_interval) {
        double dx = 0.01, dt = 0.02, g = 9.81;
        dimension<1>::Index i;
        using hx = alias<tmpx, comp>::set<0>;
        using u = alias<sol, comp>::set<1>;
        using vx = alias<tmpx, comp>::set<2>;
        eval(hx{}) = eval((h{} + h{i-1})/2. - (u{} - u{i-1})*(dt/(2*dx)));
        eval(ux{}) = eval((u{} + u{i-1})/2.
            - (pow<2>(u{})/h{} + pow<2>(h{}))*g/2.) -
            (pow<2>(u{i-1})/h{i-1}) +
            pow<2>(h{i-1})*(g/2.)) * (dt/(2*dx));
        eval(vx{}) = eval((v{} + v{i-1})/2.
            - (u{}*v{})/h{} - (u{i-1})*v{i-1}/h{i-1})* (dt/(2*dx)));
    }
};
```

Figure 2: GridTools implementation of the first step of the shallow waters problem in [2]. The accessors are placeholders for the storages, and they are defined given a policy (input or output), an extent (specifying the access pattern), and a dimension (4 in this case). The extents are used in a data dependency analysis step performed at compile time, which computes the amount of halo points needed. The alias keyword statically assigns a name to an accessor at a specific dimension offset.

conditional switches (i.e. stages are enabled or disabled based on the value of a run-time condition), reduction operations, stencil functions (possibility to nest user functions), boundary conditions assignment, generic accessors (accessing a user-defined object from the user function), support for non-cartesian grids (e.g. icosahedral grid on the sphere), and several others. Among the extensions being developed as a usage example of the GridTools API we mention a toolchain for high order Finite Elements assembly and Krylov solvers. The MPI-CUDA, or MPI-OpenMP programming models are supported via the Generic Communication Layer (GCL), which is also part of the GridTools.
using info_t = backend<Cuda, Block>::storage_info<0, layout_map<2, 1, 0>>::type;
using sol_t = backend<Cuda, Block>::storage_type<float, info_t>::type;
using tmp_t = backend<Cuda, Block>::temporary_storage_type<float, info_t>::type;
info_t info_(d1, d2, d3);
using sol_vec_t = field<sol_t, 1, 1, 1>::type;
using tmp_vec_t = field<tmp_t, 1, 1, 1>::type;
sol_vec_t sol_(info_, 0., "solution [h,u,v]"
using p_sol = arg<0, sol_vec_t>;
using p_tmpx = arg<1, tmp_vec_t>;
using p_tmpy = arg<2, tmp_vec_t>;
using arg_list = boost::mpl::vector<p_sol, p_tmpx, p_tmpy>;
aggregator_type<arg_list> aggregator_((p_sol() = sol_));

Figure 3: This snippet shows how to initialize the storages in case of the shallow water operator described in [2]. The specific backend and algorithm is selected using the Cuda and Block keywords. The storage_info object contains the dimensions and strides for the storages (in this case all storages have the same structure). The type sol_vec_t represents a list of storages of size 3 ((h, u, v) in [2]), while p_sol is a placeholder for this storage list. The placeholders p_tmpx and p_tmpy are temporary (i.e. the associated storage contains intermediate results). They are managed automatically by the library.

auto shallow_water = make_computation<gridtools::BACKEND>
( aggregator_, grid_,
  make_stencil
  ( execute<forward>(),
    define_caches(cache<IJ, p_tmpx, p_tmpy, local>())),
    make_independent(make_stage<flux_x>(p_tmpx(), p_sol() ),
    make_stage<flux_y>(p_tmpy(), p_sol() ),
    make_stage<final_step>(p_tmpx(), p_tmpy(), p_sol() )
  ));
shallow_water.ready(); //allocates temporaries (if any)
shallow_water.steady(); //copy data to device if needed
shallow_water.run(); //executes
shallow_water.finalize(); //copy results back, cleanup

Figure 4: This snippet represents the definition of the tree of execution for the shallow water operator described in [2]. Notice that the the temporary storages are cached between two consecutive stages.
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One of the main issues encountered in parallelization of dynamic p-adaptive high order local Galerkin discretizations of time dependent problems is represented by the load unbalance which may be generated at runtime. We will present a strategy aimed at designing a flexible parallelization for dynamic p-adaptive discontinuous Galerkin formulations, which makes easier the migration of elements between processes in order to keep the load distribution across processors as much balanced as possible when the number of degrees of freedom employed in each element is adapted at runtime. Preliminary results will be shown in order to assess the effectiveness of the proposed approach. Future developments and applications to geophysical fluid dynamics modeling problems will be also discussed.
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Cardiac and Cardiovascular Mathematics represents nowadays a challenging topic in view of the emerging and growing collaborations between clinicians and mathematicians. In this respect, the numerical solution of problems arising in modeling cardiac and systemic phenomena opens new and interesting perspectives which need to be properly addressed. From the cardiac side, a fully integrated heart model represents a complex multiphysics problem, which is in turn composed of several submodels describing cardiac electrophysiology, mechanics, and fluid dynamics. Each submodel exhibits a spatial and temporal multiscale behavior and poses significant mathematical, numerical and computational challenges. While the systemic circulation has been studied for a longer time, several mathematical and numerical aspects still need to be addressed, as e.g. tissue remodeling, atherosclerotic plaque formation, aneurysms development, transitional and turbulence phenomena in blood flows. This minisymposium aims at gathering researchers and experts in mathematical and numerical modeling of the heart and the systemic circulation at large. Topics include, but are not limited to cardiac models, including electrophysiology, mechanical activation, fluid dynamics of the heart, valve modeling, patient-specific and image-based simulations, as well as fluid-structure interaction in real and large vessels, turbulence models, tissue growth and remodeling.
A fictitious domain approach with a Lagrange multiplier for fluid-structure interactions
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Numerical schemes for fluid-structure interaction problems include interface fitted meshes (thus requiring suitable remeshing in order to keep the fluid computational grid aligned with the interface) or interface non-fitted meshes (allowing to keep the fluid computational grid fixed and independent from the position of the solid). The immersed boundary method (see [5] for a review) is a typical example of non-fitted schemes. It has been introduced in the 70’s for the simulation of biological problems related to the blood flow in the heart and it has been extended to finite elements in a series of papers starting from [2] by using a variational approach FE-IBM. In particular, in [4] the original fiber-like description of the structure has been abandoned in favor of a more natural and intrinsically thick modeling of the solid domain. With this representation, a unified treatment of immersed structures is possible in any combination of dimensions. In [1] a new formulation DLM-IBM for fluid-structure interaction problems has been introduced based on the FE-IBM which makes use of a distributed Lagrange multiplier in the spirit of the fictitious domain method. An important feature of the DLM-IBM, is that its semi-implicit time discretization results to be unconditionally stable as opposed to the standard FE-IBM where a suitable CFL condition has to be satisfied. The time discretization of the problem leads to a saddle point problem and we consider its finite element discretization. We present a rigorous analysis showing that both continuous and discrete saddle point problems are stable and that the discrete solution converges optimally towards the continuous one (see [3] for more details).
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Pulmonary hypertension (PH) is a pathological condition in which the mean pulmonary artery pressure is higher than the normal condition. This condition may ultimately lead to right ventricle failure (RVF). Standard of care in precapillary pulmonary hypertension includes serial right ventricular catheterizations in order to monitor RV performance and pulmonary bed pressures, unfortunately with associated costs and side effects related to invasive procedures [1]. Our aim was two-fold: 1) to develop a biventricular finite-element model coupled to a lumped-parameter circulatory system of PH; 2) to assess accuracy of proposed computational model in predicting hemodynamic impairment due to PH and abnormal motion of interventricular septum [2] [3] [4]. Results showed a good agreement between lumped- and catheter-related hemodynamic measures and the ability of our biventricular model to capture the systolic abnormal motion of interventricular septum observed clinically. This may allow less invasive clinical procedure and rapid computational prediction for the diagnosis of PH. Further studies on large patient cohort are warranted to refine model and confirm results.
Figure 1: End-systolic myocardial wall stress showing abnormal motion of interventricular septum (left); pressure-time and pressure-volume loop obtained by the lumped-parameter model (right).
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In recent years, mathematical models for the circulatory systems have been made huge steps forward and this is particularly true for the arterial system [4]. Very recently, such models have taken a further step, to incorporate more fluid compartments, e.g. microvasculature, venous system and the cerebrospinal fluid, see [8, 9, 10, 1]. In all of these developments, the lymphatic system has been largely neglected, though recent works [7, 5, 2, 6] have started to make significant progress in this area. However, there is a huge gap between these initial works and the ambitious aim of constructing a global mathematical model for the full lymphatics network coupled to all relevant fluid compartments.

Here we design a new one-dimensional mathematical model for collecting lymphatics coupled with an enhanced FitzHugh-Nagumo model for the contractibility of the lymphatic wall [3]. The contraction model does not depend on a prescribed contractile function, but is rather based on a set of Ordinary Differential Equations (ODEs) which describe the action potential and the state for contraction for each lymphangion. The model is based on three mechanisms: (1) environmental calcium influx, (2) stretch activated calcium influx and (3) contraction inhibitions induced by wall shear stresses. Numerical results show that the model is able to reproduce the trend of available experimental measurements. The mathematical model reproduces the rhythmic, spontaneous lymphatic contraction that generates the pressure needed to open the downstream valve, see Figs. 1 and 2. We simulated different combinations of upstream and downstream pressures, and the resulting frequencies are reported in Fig. 3. Results for a human-like lymphatic network will be shown, see Fig. 4.
Figure 1: Illustration of a sectioned lymphangion: a single contractile lymphatic vessel bounded by two valves at the extremities.
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Figure 2: Time-varying mean pressure and mean diameter of a single lymphangion. Two different cases for the upstream and downstream pressure were simulated. The left column depicts the numerical result using equal pressures ($P_{in} = P_{out} = 2 \text{cmH}_2\text{O}$). The right column depicts the numerical result with the downstream pressure greater than the upstream one ($P_{in} = 2 \text{cmH}_2\text{O}$ and $P_{out} = 4 \text{cmH}_2\text{O}$).

Figure 3: Frequencies resulting from different combinations of upstream and downstream pressures in a single lymphangion.
Figure 4: Example of a human-like lymphatic network. Red color depicts contracted lymphangions.
A study of the Cardiatis Multilayer Flow Modulator: from in-vivo geometrical analysis to patient-specific simulations
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Open surgery of thoraco-abdominal aortic aneurysm (TAAA) is the gold standard approach for treating such pathology but, endovascular aortic implantation can be considered a valuable alternative for patients who are not eligible for such an invasive procedure. The Cardiatis Multilayer Flow Modulator (MFM) is an uncovered, self-expanding stent made of braided cobalt-alloy wire (Phynox) used to treat aortic aneurysms. Its main feature is to change the blood flow within the aneurysm, modifying turbulent to laminar flow, reducing the wall shear stress and maintaining perfused the side branches. Its aim consists also in supporting the formation of organized, stable thrombus inside the aneurysm sac, contributing to stop the growth of the aneurysm and to decrease the risk of aneurysm rupture.

In the medical literature, controversial studies analyzing the follow-up of groups of patients treated with the MFM are available [2], while engineering studies of the same subject are
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Figure 1: 3D reconstructions of the images of four patients acquired directly after the implantation of the MFM stent.

not in literature. In this context, a full engineering framework for the analysis of the MFM device represents an innovation. The study is intended to help clinicians understanding the feasibility of the intervention in TAAA using this novel device and interpreting the post-operative (short and long term) outcomes.

The study aims to develop two different frameworks: (i) a tool to perform advanced in-vivo geometrical analysis to support the clinicians in the evaluation of the aneurysm evolution; (ii) a patient-specific simulation framework which considers the porosity of the MFM in order to investigate the hemodynamics changes after the implantation.

Concerning the in-vivo geometrical analysis, we reconstruct the circulating flow, the MFM and the thrombus geometries from medical images (see Figure 1) and we analyze their changes in time introducing new descriptive and synthetic indices such as section areas (lumen and aneurysm), total aneurysm volume, aneurysm growth rate, residual flow volume, total flow growth rate, and thrombization rate index. Concerning the simulation framework, we model the MFM as a porous surface and we perform numerical simulations using the Resistive Immersed Implicit Surface model [1]. More in particular, to describe the MFM porosity, we perform an in-vitro study in a 3D printed y-model inserting one or two MFM inside it; then, we tune the resistance of the numerical model performing numerical simulations in the same y-model (see Figure 2).
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Figure 2: A sketch of the simulation framework.
Thoracic endovascular aortic repair (TEVAR) is nowadays a consolidated alternative to open surgery to treat aortic diseases such as aneurysms and dissections [1]. A correct pre-operative planning is essential for positive long-term outcomes of the procedure and to avoid drawbacks such as endoleaks. Diseased thoracic aorta is characterized by complex and tortuous geometries with high inter-individual variability; even the selection of simple geometrical variables of the endograft such as length and diameter could be cumbersome. Motivated by such considerations, in this work we propose a framework to simulate the stent deployment within an aorta creating then the computational mesh to perform fluid-dynamics simulations. The final result is a well fitted geometry representing the fluid dynamics scenario as it would be after the surgery. We conclude that the proposed framework, sketched in Figure [1] is a key step to simulate TEVAR in order to predict stent malappositions and to evaluate post-surgery complications.
Figure 1: From medical images to analysis: Flowchart summary followed to perform computational analyses of patient-specific TEVAR
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Parallel preconditioners for fluid-structure interaction problems arising in cardiac applications
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In this talk we present a new block parallel preconditioner for coupled Fluid-Structure Interaction (FSI) problems arising in cardiac applications. The preconditioner is called FaCSI to indicate that it exploits the factorized form of the linearized FSI matrix after spatial and time discretization, as well as the use of static condensation and the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) preconditioner for saddle-point problems. FaCSI is built upon a block Gauss-Seidel factorization of the exact FSI Jacobian matrix and it uses ad-hoc preconditioners based on domain decomposition or the multigrid method for each physical component of the fully coupled problem. After assessing the parallel performance of FaCSI on benchmark problems, we apply it in the context of large-scale simulations of FSI problems involving the cardiac muscle and the blood flow in the left ventricle of the human heart.
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Cardiac and Cardiovascular Mathematics represents nowadays a challenging topic in view of the emerging and growing collaborations between clinicians and mathematicians. In this respect, the numerical solution of problems arising in modeling cardiac and systemic phenomena opens new and interesting perspectives which need to be properly addressed. From the cardiac side, a fully integrated heart model represents a complex multiphysics problem, which is in turn composed of several submodels describing cardiac electrophysiology, mechanics, and fluid dynamics. Each submodel exhibits a spatial and temporal multiscale behavior and poses significant mathematical, numerical and computational challenges. While the systemic circulation has been studied for a longer time, several mathematical and numerical aspects still need to be addressed, as e.g. tissue remodeling, atherosclerotic plaque formation, aneurysms development, transitional and turbulence phenomena in blood flows. This minisymposium aims at gathering researchers and experts in mathematical and numerical modeling of the heart and the systemic circulation at large. Topics include, but are not limited to cardiac models, including electrophysiology, mechanical activation, fluid dynamics of the heart, valve modeling, patient-specific and image-based simulations, as well as fluid-structure interaction in real and large vessels, turbulence models, tissue growth and remodeling.
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In this framework, the semi-implicit staggered Discontinuous Galerkin (DG) approach proposed by Dumbser and Casulli in [1] is applied in order to discretize two systems of partial differential equations for barotropic fluids in compliant pipes. These methods works very well also in the incompressible limit and consequently it is very sweetable for blood flow simulations.

At first, the DG scheme is applied to the one dimensional model for hydrostatic flows which is composed by the continuity and momentum equations in longitudinal direction. The model is closed by two equations of state, one for density and one for the moving wall. Moreover, in order fit experimental results, the unsteady component of the wall shear stress plays a significant role.

Later on, the same numerical approach is applied to a differential model for a two-dimensional hydrostatic and axially symmetric flow. In this case friction models aren’t necessary and, consequently, the numerical solution of this model gives a very high resolution structure of the radial velocity profile.

In both cases the pressure is given by solving a mildly non-linear and symmetric system which is efficiently Newton algorithm of Brugnano and Casulli (see [2]).

The two schemes are Arbitrary High order of accuracy in space, while second order of accuracy in time in reached by using the well known theta-method. Moreover, the schemes are unconditionally stable when the convective terms are neglected, otherwise the CFL stability condition of the schemes is based on the fluid velocity. In addition, the schemes behaves very well in the limit of incompressible fluid in rigid tube ($Ma = 0$), where most of classical explicit methods doesn’t work. Furthermore, when piecewise constant test functions ($N=0$) the first order semi-implicit finite volume scheme exposed in [3] is obtained.

The schemes are applied in order to reproduce steady and unsteady analytical solutions in rigid and elastic pipes.
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Introduction

The ability of single body’s organs to bring about large selective variations in the rate of blood perfusion relies on the sophisticated regulatory mechanisms of the peripheral circulatory districts. These districts -organized into arterioles, capillaries, and venules- include thousands of vessels with diameter inferior to 200 microns. Blood flow regulation is obtained by variation of the vessel diameter, under the action of both passive and active regulatory mechanisms. We focus our discussion on the first set of mechanisms, investigating the role of geometrical and structural (the so-called “physical”) factors in flow regulation. The key point in this process is compliancy: elastic microvessels subjected to mechanical loads deform the structure of their wall, altering the shape of the domain offered to blood and, ultimately, resistance to flow.

Mathematical models of hemodynamics in compliant vessels are present in literature since the 1960s. Nowadays, they are well assessed tools in the simulation of flow in single vessels of major size like the aorta and collaterals, possibly coupled with reduced–order models for the rest of the district of interest. However, in the context of microcirculation, the importance of keeping into account in detail the whole network, made of an exceedingly large number of vessels, makes the problem pretty different. Typically, models of microcirculation may use, on the one side, lumped compartmental descriptions with simplified phenomenological models (see, e.g., [5, 1]) or, on the other, they may concentrate on small networks with sophisticated models, possibly posed in the 3D space and anatomically accurate (see, e.g., [3]). What is lost in the first case is the spatial distribution of field variables, and in the second the complexity of the interactions in the complete large network, both important features of in microcirculation networks. In this contribution, stemming from our recent work on the eye retinal circulation [2], we propose a multiscale mathematical model of large microcirculatory beds described as graph networks of distensible tubes. In each tube, we model blood flow by a generalized Ohm’s law, featuring a conductivity parameter function of the area and of the shape of the tube cross section. The vessel deformed geometry is computed according to a structural model for the vessel wall, which includes the possibility of bifurcating behaviors, like
buckling of the vessel under compressive loads in the section. The resulting problem is a nonlinear system of equations, with conductivity representing the fluid–structure cross talk element.

Geometry model

The geometry of a microcirculatory network can be extracted from digitized images in living beings, for example computed tomography angiography scans, or can be constructed ex-novo on a computer. For the modeling viewpoint adopted in this work, once the 1D skeleton of the network is obtained and topological connectivity structures are available, there is no difference in the treatment of a geometry, irrespectively from its original source. The simulation tests presented in this works are carried out on computer-generated networks, consisting in asymmetrically branching networks. To fix ideas, we focus on the microcirculatory district of the eye retina. The geometrical properties are chosen so that the network fluid-dynamical field correctly reproduces in vivo experimental data in humans. Vessels are generated according to fractal laws, with branching defined by the Murray’s law with exponent $m$. Following [4], we assume that a father vessel with diameter $D_f$ bifurcates into two daughter vessels with diameters $D_{d_1}$ and $D_{d_2}$ given by

\[ D_{d_1} = c_{d_1/f} D_f, \quad D_{d_2} = D_f (1 - c_{d_1/f})^{1/m}, \]  

(1)

where $c_{d_1/f}$ is an asymmetry coefficient. To improve the accuracy of the computation, additional nodal points may be added in each vessel, delimiting a series of segments.

Blood flow model

Each vessel segment is modeled as a distensible straight duct with (fixed) length $L$, cross section $A$ and wall thickness $h$. The cross section has arbitrary shape and is kept constant along the segment axial length. We establish in the vessel segment a system of cylindrical coordinates $(r, \theta, z)$. Blood circulation is represented as the steady flow of an incompressible viscous fluid with dynamic viscosity $\mu$. We let $p$ be the luminal fluid pressure, $u$ the axial (and only) velocity component. According to the Poiseuille flow model, mass conservation and momentum balances read

\[ \frac{du}{dz} = 0, \quad -\frac{\partial p}{\partial z} + \mu \Delta_{r\theta} u = 0, \quad \text{in} \quad \Omega_f = A \times L, \]  

(2)

$\Delta_{r\theta}(\cdot)$ being the Laplacian restricted to the $(r, \theta)$ variables. No–slip boundary conditions hold on $\partial A \times L$. Introducing the dimensionless variables $r^* = r/\hat{R}$ and $u^* = -\mu u/(\hat{R}^2 \frac{\partial p}{\partial z})$, $\hat{R}$ being a characteristic length of the cross section, the second equation in (2) reduces in the domain $A^* = A/(\pi \hat{R}^2)$ to the 2D problem

\[ \Delta_{r^* \theta} u^* = -1, \]  

(3)

along with the no–slip boundary condition on $\partial A^*$. We let now $Q = \int_A u \, dA$ be the volumetric flow rate. Recalling the above normalizations, the flow can be also written as

\[ Q = -\frac{dp}{dz} \frac{\hat{R}^4}{\mu} \int_{A^*} u^* \, dA^*, \]  

(4)
$u^*$ being the solution of problem (3). Relation (4) has the form of a generalized Ohm’s law of the type $Q = -\sigma \frac{dp}{dz}$, with conductivity $\sigma$ (inverse of resistance per unit length) defined by

$$\sigma = \frac{R^4}{\mu} \int_{A^*} u^* dA^*.$$ (5)

The conductivity is, thus, a characteristic parameter of the tube which depends on the geometry of the (arbitrary) cross section. This latter, in turn, is determined in our framework by the pressure loads acting on the luminal and external sides of the vessel wall, respectively.

**Structure model**

We model vessel segments as elastic rings made of incompressible material and in the regime of small deformations. Arterioles are generally subjected to positive transmural pressure (difference between luminal and external pressure) and they maintain a circular shape. The deformed radius is thus computable in closed form from mechanical equilibrium and a straightforward use of relation (5) provides the value of the conductivity of the deformed section. Different is the situation for the venules. If, on the one hand, the small wall thickness to radius ratio of venules allows to use a simplified model, which reduces the structure thickness to its midline, on the other, a bifurcation exists in the mechanical behavior. As a matter of fact, a critical value of the transmural pressure exists, which represents the so-called point of buckling. Namely, we distinguish between: i) pre-buckling conditions, where the tube cross section deforms under the pressure load but maintains its natural circular shape. Mechanical equilibrium of stresses in the hoop direction yields the well known Laplace’s law and, again, the conductivity can be computed analytically from (5); ii) buckling point, where the cross section loses its circular shape due to a physical instability phenomenon and buckles with a snap-like action into a non–circular shape; iii) post-buckling conditions, where the cross section progressively deforms and significantly reduces the enclosed area for flow. In this conditions, bending of the section must also be kept into account, referring to the elastica equations. A numerical solution is then sought and once the geometry of the deformed cross section is available, we solve (3) by a finite element approximation. The conductivity is then obtained from (5) via numerical quadrature.

**Solution procedure**

Once the model has been established on a single vessel, coupling conditions must be enforced to obtain network coherence. Namely, pressure continuity and flux conservation must hold at junctions. The following nonlinear boundary value system of PDEs is then to be solved in the union of the fluid domains $\Omega_f$: given the connectivity of the network, the external pressure, the unloaded configuration and the mechanical properties of the vessels, find the flow $Q$ satisfying the network coupling conditions and the continuous pressure $p$ such that in each segment it holds

$$\frac{dQ}{dz} = 0, \quad Q = -\sigma(p) \frac{dp}{dz}.$$ (6)

It is convenient to think that the discrete counterpart of (6) corresponds to the adoption of a primal mixed finite element, in which fluxes are represented as linear functions and
pressures as piecewise linear functions globally continuous, thus ensuring the automatic satisfaction of the pressure coupling condition in the network. The numerical solution of the fully coupled problem on the network is then carried out with a fixed point procedure to solve for nonlinearities.

Simulations results

We study the influence of the asymmetry of the network by considering four different networks with progressively increasing symmetry (that is, with increasing index $c_{d_1/f}$), till reaching a symmetric dichotomic network $c_{d_1/f} = 0.784$. We set the inlet pressure of the network to 40 mmHg, the outlet pressure to 18 mmHg and the external pressure to 20 mmHg. In Tab. 1 we report in the first three rows the the values of the fixed geometrical characteristics of the networks (total number of vessels, min and max route distance of the leaves of the tree). Then, in the last two rows, we report the total cross section and equivalent resistance of the network as obtained from our model after deformation. The observed trends show as more asymmetric networks, asymmetry being a commonly found feature of microcirculatory vessels, offer least resistance than more regular, symmetric structures. This element has a strong important when considered in relation to the several pathologies which severely disrupt the functional organization of microcirculation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Asymmetry index $c_{d_1/f}$</th>
<th>trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>total number of vessels</td>
<td>15252</td>
<td>↓</td>
</tr>
<tr>
<td>min route distance [$\mu$m]</td>
<td>1.65 · $10^3$</td>
<td></td>
</tr>
<tr>
<td>max route distance [$\mu$m]</td>
<td>1.23 · $10^4$</td>
<td></td>
</tr>
<tr>
<td>total cross section [$\mu$m$^2$]</td>
<td>9.65 · $10^5$</td>
<td></td>
</tr>
<tr>
<td>eq. resistance [cm$^3$/s/mmHg]</td>
<td>7.84 · $10^{-7}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Characteristic values of parameters of networks (arterial side only) generated by different degrees of asymmetry in branching (increasing symmetry moving to the right, 0.784=symmetry). The last column indicates the trend of each parameter for increasing symmetry. Parameters undergo variations determined by increasing homogeneity of the network, relation between radius and vessel length, constraint of not threspassing the minimal diameter of 5 $\mu$m. These elements combined together result into an equivalent resistance which is more than doubled passing from $c_{d_1/f} = 0.5$ to $c_{d_1/f} = 0.784$.
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The Immersed Boundary Method (IBM) is a mechanical formulation of fluid-structure interaction problems. It has been introduced in the seventies by C. S. Peskin (see [7] and the references therein). IBM method is methodologically dual to the ALE method. In the second case the fluid is surrounded by the structure. As the structure deforms the fluid domain deforms accordingly. In case of large topological changes the ALE method fails since the remeshing of the deformed domain is not computationally cost effective. With the IBM method the structure is "immersed" in fluid domain. As a consequence fluid and the structure domain discretizations are completely decoupled. Several formulations has been introduced in recent years. In this work we focus on the finite element formulation of this problem [2, 3, 1, 6].

In the finite elements framework we introduced the a Lagrange multiplier for the kinematic condition [4], the condition ensuring the matching of the fluid and the structure velocities. This methodological evolution comes with several benefits on the stability and diffusivity of the method. Preliminary results will be presented on preconditioning the resulting saddle point problem.
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Cardiac hypertrophy may be a pathological remodeling caused by a long-term pressure or volume overload inside ventricles [3]. The main phenotypic consequence is a progressive intracellular deposition of new sarcomere units in parallel or in series to the preexistent ones (as modeled, for instance, in [2]). In the present work, we study how this growth correlates with changes in the electromechanical response of the cardiac tissue. Our strongly-coupled electromechanical model joins together an electrophysiological model, an active tension generation model and a finite elasticity model. The electrical activity depends on the mechanical deformation through mechano-electric feedbacks, see [1]. The space discretization of our model is achieved by trilinear finite elements, whereas the time discretization by a decoupled semi-implicit method. Simulations are run on the Linux cluster of the Department of Mathematics of the University of Milan (https://cluster.mat.unimi.it/). The electromechanical code is written in FORTRAN 90 and parallelized by means of PETSc libraries from the Argonne National Laboratory (http://www.mcs.anl.gov/petsc).
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In this talk, we consider the coupling of electrophysiology and mechanical models to realize an integrated model of the left ventricle by considering the active contraction of the muscle and the feedback on the electrophysiology; for the latter, we consider the monodomain equations with the Bueno-Orovio ionic model [1]. As for the solid mechanics of the muscle, we consider the Holzapfl-Ogden model [2] together with an active strain approach [3] with a transmurally variable activation parameter. Moreover, we discuss its integration in an FSI framework. We spatially approximate the model by means of the Finite Element method and discuss the properties of different coupling strategies and time discretization schemes. Among these, we consider a fully coupled strategy with a semi-implicit scheme for the time discretization and compare it with staggered algorithms. In order to solve the large linear system arising from such discretization, we use a preconditioner based on the FaCSI (Factorized Condensed SIMPLE) concept [4]. We present and discuss numerical results obtained in the HPC framework, including patient-specific left ventricle geometries.
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Coronary artery disease, which is one of the leading causes of death in the world, is caused by the build-up of atherosclerotic plaques in the vessel walls. The result is a reduction of oxygen supplies to the heart, which increases the risk of myocardial infarction, stroke and unstable angina [1]. For high-risk patients, coronary artery bypass graft (CABG) is the preferred treatment. In particular, the gold standard procedure for the surgical treatment of the left anterior descending (LAD) coronary artery disease is the left internal mammary artery (LIMA) bypass. Despite its excellent patency rates of nearly 90% at 15 years, LIMA bypass may fail due to restenosis. Specifically, the long-term patency of LIMA is thought to be related to the degree of stenosis in the native vessel [2]. In this context, we present a computational study of the fluid-dynamics in patient-specific geometries with the aim of investigating a possible relationship between coronary stenosis and LIMA graft failure. Firstly, we propose a strategy to prescribe realistic boundary conditions in absence of measured data, based on an extension of the well-known Murray’s law [3] to provide the flow division at bifurcations in case of stenotic vessels and non–Newtonian blood rheology. With the aim of investigating the actual influence of non-Newtonian blood rheology on the hemodynamics of 3D patient-specific stenotic vessels, we also show some results regarding the comparison between
Newtonian and non-Newtonian rheology. Then, we show the results regarding numerical simulations in patients treated with grafts in which the degree of coronary stenosis is virtually varied, in order to compare the fluid-dynamics in terms of hemodynamic indices potentially involved in restenosis development. Finally, we present some preliminary results concerning fluid-structure interaction simulations in CABGs with the aim of better understanding the influence of the bypass mechanical properties on the risk of graft failure.
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Diana Bonomi
Cardiac and Cardiovascular Mathematics represents nowadays a challenging topic in view of the emerging and growing collaborations between clinicians and mathematicians. In this respect, the numerical solution of problems arising in modeling cardiac and systemic phenomena opens new and interesting perspectives which need to be properly addressed. From the cardiac side, a fully integrated heart model represents a complex multiphysics problem, which is in turn composed of several submodels describing cardiac electrophysiology, mechanics, and fluid dynamics. Each submodel exhibits a spatial and temporal multiscale behavior and poses significant mathematical, numerical and computational challenges. While the systemic circulation has been studied for a longer time, several mathematical and numerical aspects still need to be addressed, as e.g. tissue remodeling, atherosclerotic plaque formation, aneurysms development, transitional and turbulence phenomena in blood flows. This minisymposium aims at gathering researchers and experts in mathematical and numerical modeling of the heart and the systemic circulation at large. Topics include, but are not limited to cardiac models, including electrophysiology, mechanical activation, fluid dynamics of the heart, valve modeling, patient-specific and image-based simulations, as well as fluid-structure interaction in real and large vessels, turbulence models, tissue growth and remodeling.
Parallel simulations of 3D cardiac electro-mechanical models and reentry dynamics

Luca F. Pavarino  
Università degli Studi di Milano  
via Festa del Perdono, 7 20122 - Milano Italy  
luca.pavarino@unimi.it

Piero Colli Franzone  
Università degli Studi di Pavia  
via Ferrata, 5 27100 Pavia, Italy  
colli@imati.cnr.it

Simone Scacchi  
Università degli Studi di Milano  
via Festa del Perdono, 7 20122 - Milano Italy  
simone.scacchi@unimi.it

Cardiac arrhythmias have been studied extensively in the last decades, mostly by employing simplified bioelectrical models on fixed domains without myocardial deformation. The aim of this work is to extend these studies by using multi-physics electro-mechanical models that include the coupling of cardiac bioelectrical and mechanical activities. The main four components of these models are: the quasi-static transversely isotropic finite elasticity equations for the deformation of the cardiac tissue; the active tension model for the intracellular calcium dynamics and cross-bridge binding; the anisotropic Bidomain model for the electrical current flow through the tissue; the membrane model of ventricular myocytes, including stretch-activated channels. In order to properly consider the mechano-electric feedbacks (MEFs), the electrical current flow is described by the Bidomain model on the deformed tissue. The numerical simulations are based on our finite element parallel solver, which employs Multilevel Additive Schwarz preconditioners for the solution of linear systems arising from the discretization of the Bidomain equations and Newton-Krylov-Algebraic Multigrid methods for the solution of the nonlinear systems arising from the discretization of the finite elasticity equations. The simulation results indicate that MEF has a prominent influence on the cardiac repolarization process and should be properly taken into account in simulation studies of cardiac arrhythmias and reentry phenomena.
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A computational model for endocardial radiofrequency ablation with open-irrigated electrode
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Radiofrequency ablation (RFA) is a common procedure in cardiac catheterization for the treatment of cardiac arrhythmias. Although globally a pretty safe procedure, it may present some risk. Thrombus formation can occur during RFA at the electrode-tissue interface when the temperature exceeds 80°C. Open-irrigated electrodes have been developed to reduce the risk of thrombus formation by cooling the electrode-tissue interface, allowing higher RF power delivery and the creation of larger lesions. On the other hand, higher RF power delivery increases the risk of steam pops occurrence, a rather serious complication. Steam pops are caused by tissue overheating above 89°C, and may trigger explosive rupture of myocardium. If the steam pop occurs sufficiently deep in the tissue, or if the RFA is performed on atria, whose walls are thinner that the ones of the ventricles, such explosive rupture may actually result in a perforation of the cardiac chamber wall, and in dramatic hemorrhagic events. As of today, it is still very complicated to predict the occurrence and location of steam pops into the tissue during RFA. We present here a three-dimensional model for catheter RFA with open-irrigated electrode, its validation against in vitro experiments, and show its potential for accurate spatio-temporal prediction of steam pop occurrence.
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Cardiac tissue belongs to the class of excitable deformable biological media undergoing large deformations. Thermodynamics sound frameworks have been recently proposed tacking into account the mechano-electric feedback for sets of deterministic fiber-reinforced structures [1, 2]. The ventricular wall, however, is characterized by a non deterministic distribution of the fiber orientation [3] requiring the adoption of suitable statistical descriptors [4, 5].

In the present contribution we discuss analytical and numerical tools conjugating the statistical characterization of the anisotropic strain energy density of soft hyperelastic materials embedding distributed sets of reinforcing fibers into an electro-active framework. We base our formulation on the classical exponential form of the anisotropic strain energy function, described in terms of the modified invariants of the deformation. We adopt the additive decomposition of the Helmholtz free energy density in elastic and active parts, accompanied to a multiplicative decomposition of the deformation gradient in which we introduce a statistical constitutive prescription for the active deformation gradient tensor.
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The clinical monitoring of hypertension is based on the direct measurement of the systemic pressure during the day as well as the assessment of the vessels stiffness by the measurement of the Pulse Wave Velocity (PWV) (see [3] for a review of the guidelines). The latter is the pressure wave speed, that is influenced by the vessels stiffness and varies significantly from the central portion of the cardiovascular system to the periphery. The main goal is to assess the aorta stiffness, in particular close to the heart, possibly in a non-invasive way. Several medical devices are available in order to perform this task. Mathematical modelling can help in understanding the dynamics of the systemic circulation and enrich the available measurements. Models of global circulation are often reduced to a system of 1D hyperbolic equations on networks (In [1] a detailed derivation is proposed). The large number of free parameters which cannot be all identified based on the available set of data (see [2] as an example of sequential approach for parameter estimation) make detailed models of 1D global circulation of little (or questionable) use for an effective clinical monitoring of hypertension. A different approach is investigated, based on an uncertainty quantification formulation of the 1D models on systemic networks. Most of the (unidentifiable) parameters describing the properties of the network are supposed to be random variables, whose priors are set based on the medical knowledge and experimental correlations. The goal is to try to reproduce the daily fluctuations of the cardiovascular activity and match as precisely as possible an available set of data. The byproduct of the model is an assessment of the vessel stiffness that can be more intrinsic than the measurement of the PWV. A preliminary study on realistic data is proposed.
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We present and study domain decomposition methods for the isogeometric discretization of the reaction-diffusion system which describes the spread of the electrical impulse in the myocardium, the so-called Bidomain model \[1\]. The cardiac Bidomain model consists of a system of a non-linear parabolic reaction-diffusion partial differential equation (PDE) and an elliptic linear PDE. The evolution equation is coupled through the non-linear reaction term with a stiff system of ordinary differential equations, modeling the ionic currents through the cellular membrane. The different space and time scales involved make the numerical solution of this problem very challenging. We consider Isogeometric Analysis \[2\] in the framework of the Galerkin method for the spatial approximation of the model and a semi-implicit adaptive method in time. The multilevel overlapping Schwarz preconditioner is applied with a PCG accelerator to solve the linear system arising from the discretization. The resulting solver is scalable, optimal in the ratio of subdomain/element size and the convergence rate improves with increasing overlap size. Parallel numerical tests on an idealized human left ventricle geometry described by NURBS, including intramural fiber rotation and anisotropic conductivity tensor, show the good convergence properties.
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We present a reliable and efficient reduced-order framework capable to speed up the solution of coupled parametrized electromechanical problems, aiming at the description of heart functioning in different scenarios.

The need for reduction arises from the increasing interest in understanding how cardiac diseases affect the heart contraction and the propagation of the electrical signal. To do this, we describe the interaction of the cardiac electrophysiology system with the contractile muscle tissue, including the sub-cellular activation-contraction mechanism, see [8] for a detailed review of these aspects. The resulting coupled problem is extremely complex and computationally demanding. For instance, electrical and mechanical models are characterized by different spatial and temporal scales, the former requiring finer computational grids and smaller timesteps, leading to unavoidable high computational costs. Moreover, in order to correctly describe the myocardium, we need a complex nonlinear constitutive law, accounting for the presence of muscular fibers and sheets.

In this respect, we consider the electromechanical model described in [10]. The latter resorts to the monodomain equations [4] coupled to a Bueno-Orovio ionic model [1] to describe the electrical signal propagation. For the mechanical components, we rely on the hyperelastic model proposed by Holzapfel and Ogden [6], which has been widely accepted for the description of the myocardium activity.

Our approach relies on a reduced basis (RB) method [9] that consists in projecting the problems to be solved onto low-dimensional spaces, obtained using the Proper Orthogonal Decomposition technique (POD) [5]. In order to efficiently handle nonlinear terms, we adopt suitable hyper-reduction techniques, for both the electrophysiology and the mechanical subproblems. In particular, the Discrete Empirical Interpolation Method (DEIM) [3] and its matrix version MDEIM [7] are exploited to perform system approximation at a purely algebraic level. In addition, we propose a suitable way to combine solution-space reduction and system approximation, yielding reduced order models able to provide a fast and reliable approximation to the high-fidelity problem, achieving a speed-up of about...
two order of magnitude [2].

We present and discuss some numerical results by considering both idealized and patient-specific left ventricle geometries for which we highlight the effectiveness of the proposed method.
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In industrial domain, analysis and design of dynamic processes by Artificial Neural Networks (ANNs) are considered as a strategical focus because allow, on the one hand, the modelization of both estimation and prediction problem by graphs and, secondly, easier possibility for updating of the performances by optimization techniques with an acceptable computational complexity useful for real-time applications [1]. However, to reduce CPU-time and to allow optimal performances, it is necessary to build ANNs with both a reduced number of inputs and to be connected and complete respectively (Fig.1). In such a context, it develops the idea of proposing this Minisymposium with the intent to disseminate the ACCA &AP SIMAI Group activities to which the Speakers belong. In particular, the Group, albeit working synergically to achieve the aims as set out above, is working on several fronts.

The first one, purely algebraic, works on the ranking of the input data: a set of data can be studied ranking them following criteria suggested from the problem. A classical model describing the ranking is the Birkoff model and the Birkoff polytope. We take interest in what happens to submodels of the Birkoff model and correponding
subpolytopes. In the description of each model the theory of Groebner bases is very crucial [2]. The second one, geometrically, acts on both the investigation of the connection and completeness of graphs of lattice points inside the Segre-Veronese model [3] and on the chord length distribution for non convex polygons [4]. The aim of the third one deals with dynamic models to simulate inputs-outputs mapping as well as to evaluate ANNs able to distinguish the impact of some modeling parameters on specific and peculiar features when both estimation and prediction problems are taken into account.
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In industrial context, design and analysis of dynamical processes \( y = f(x) \) by ANNs have a crucial role because allow, firstly, the modelization of both the estimation and prediction problems by algebraic approaches and, secondly, easier possibility for updating of the performances by optimization techniques with a reduced computational complexity so useful for real-time applications (low CPU-time). Nevertheless, industrial processes could be characterized by uncertainty and/or vagueness so it is imperative to take into account suitable techniques, such as fuzzy ones, to treat this eventuality at hand. Mathematically, focusing the attention on algebraic prediction systems by means of two factors fuzzy time series, \( y(t) \) represents a one-dimensional time observations represented by crisp values. If \( y(t) \), the so-called main factor, represents a set of real number, then \( b(t) \), a collection of \( f_i(t) \) (set of membership functions defined on \( Y \) ranging over \( [0,1] \)), represents a fuzzy time series of \( y(t) \) (secondary factor). Once \( Y \) and \( B \), the compact Universes of Discourse of \( y(t) \) and \( b(t) \) respectively have been built, the fuzzification process will be based on the variation of both the main and secondary factors. If, at time \( t \), \( b(t) \) is caused by \( b(t - 1) \), their fuzzy relationship can be written by \( b(t) = b(t - 1) \cdot M(t,t - 1) \). In order to built matrix \( M \), it is necessary to make a criterion vector \( CV(t) \) and an operational matrix \( O(t) \) (depending on the time window) so that the Cheng’s approach, a sort of product among \( O(t), CV(t) \) and \( T(t) \) (fuzzification of the secondary factor), can be applied. Conceptually, defuzzification procedure is quite because based on the following supposition in terms of fuzzy rule structure:

"IF membership value of predicted variation=0 THEN predicted variation =0 ELSE IF maximum membership value of fuzzified predicted variation=0 THEN predicted variation=midpoint (t)."

The proposed procedure was applied to the prediction of the intracranial pressure values of patients suffering from brain cancer. The obtained results can be considered encouraging if compared with the results carried out by established techniques.
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The chord length distribution functions of several plane convex figures are already known. We refer to the following results:

- regular hexagon [4],
- rectangle [10],
- arbitrary triangle [5], [3],
- rectangular trapezium [6],
- isosceles trapezium [12],
- every regular polygon [8], [2].

In 2011, Barilla, Duma and Puglisi studied the distribution function of the chord length of a non convex polygon [1]. The distribution function of the distance between two uniformly and independently distributed random points in every regular polygon is derived in [2]. In this work, we calculate the chord length distribution function and the corresponding density function of a non convex, equilateral hexagon. The chord length distributions have practical applications in different fields: in physics, for instance in small angle scattering SAS [3], [7], in chemistry, for instance in the characterization of random composite and porous materials [11], and in communication engineering, in random networks, as wireless mobile systems such as cellular and sensor networks [9], [13].
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We consider the \((1,2)\)-Segre-Veronese squarefree model \(A_{(1,2)}\) for a transportation plane of indivisible goods, represented by the Segre product of a polynomial ring \(K[x_1,\ldots,x_m]\) in \(m\) variables and the 2-nd Veronese squarefree \(A^{(2)}\) subalgebra generated by all square free monomials of degree 2 of \(K[y_1,\ldots,y_n]\), polynomial ring in \(n\) variables. It is known that to each configuration of lattice points of the affine space, having as support the field \(K\), one associates a family of graphs having as vertices the points of fibers of the semigroup homomorphism \(f\) given by the configuration and whose edges are determined by the kernel of \(f\). All such graphs are simultaneously connected if a condition on the Groebner basis of the toric ideal of the monomial algebra, arising from the lifting of the homomorphism of semigroups, is verified. We investigate the problem for the special configuration given by \(A_{(1,2)}\). In previous papers we studied the Groebner basis of the toric ideal \(I_{(1,2)}\) of the monomial algebra \(A_{(1,2)}\). It is quadratic for a special term order so called sorted order and it consists only of the generators of \(I_{(1,2)}\). An open problem is to find graphs inside the family that are bipartite or having good properties, as completeness. We study

1. the graphs associated to the configuration of \(A^{(2)}\)
2. the graphs associated to the configuration of \(A_{(1,2)}\)

In particular the graphs having as support the kernel of \(f\) (the fiber of the zero of \(A_{(1,2)}\)) is investigated for low values of \(m\) and \(n\). The interpretation in terms of the transportation plan is given.
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The geometry of projective varieties offers a strong tool for solving efficiently problems coming from different areas; for instance in coding theory, it allows to get algebraic-geometric codes with very good parameters and whose applications to the real life greatly changed human styles of life, see the references [1, 2] among so many.

We will take into account Harbourne’s basic rational surfaces over an algebraically closed field $k$ of any characteristic, concretely these are all the smooth projective rational surfaces obtained as the blow up of $\mathbb{P}^2_k$ at a finite number of points not necessarily in general position.

The geometry of a basic rational surface $X$ is encoded in its effective monoid $\text{Eff}(X)$ which consists of the set of effective elements of the Néron-Severi group $\text{NS}(X)$ of $X$, namely the quotient group of the group of Cartier divisors on $X$ modulo the numerical equivalence. $\text{NS}(X)$ is a free $\mathbb{Z}$-module whose rank, denoted by $\rho(X)$, is called the Picard number of $X$.

For a generic rational surface $X$ with $\rho(X) \geq 10$, Nagata proved that $\text{Eff}(X)$ is not finitely generated. The basic rational surfaces with Picard number less than 10 are obtained as the blow up of $\mathbb{P}^2_k$ at $r$ points, with $r \leq 8$; in fact, using Nagata’s result, if we consider the blow up of $\mathbb{P}^2_k$ at least at 9 points in general position, its effective monoid is not finitely generated because this surface has an infinity number of $(-1)$-curves. Nowadays, it is well-known that the effective monoid of the blow up of $\mathbb{P}^2_k$ at most at 8 points is finitely generated; a minimal generating set of it in the generic case is computed for example in [3].

However up to now, there is not a complete list for the effective monoids of such rational surfaces, neither a convenient one in the case of the generic situations. Our goal is to apply smoothly graph theory in order to lead to an entire classification of them; precisely, we will be able to connect the blow ups that have finitely generated effective monoids to well-determined weighted graphs both when the points are in general position and when they are collinear or infinitely near, even drawing an exhaustive representation of such graphs.

It is evident to realize what numberless applications could derive in contexts so varied as communication networks, interchange systems, sensitive data transmission and so on by simply pointing out the several kinds of the obtained weighted graphs.
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A set of data can be studied ranking them following criteria suggested from the problem. A classical model describing the ranking allows to the Birkoff model and to the Birkoff polytope. We investigate on submodels of the Birkoff model $B_i$ and on the corresponding subpolytopes. More precisely, in [2], the proper subset of $S_n$, where $S_n$ is the symmetric group on $n$ elements of cardinality $n!$, consisting of one $n-1$ chain and one incomparable element, is studied. Here we consider more general situations where the subset $S'$ of $S_n$ consists of two chains of length $n-i$ and $i, i > 1$. The two chains can represent two independent lists, based on preferences assigned by multiple voters, inside a unique list for a political team. The elements of the two lists are two to two incomparable under multiple criteria adopted in the specific situation. In the description of each model the theory of Groebner bases is very crucial. We construct before the model, consisting of the polynomial ring $K[X_{\pi}, \pi \in S']$, and of an homomorphism $f$ into the monomial algebra, a subalgebra of $K[Y_1,...,Y_n]$ (called the space of the parameters), generated from the images under $f$. The images are monomials of the same degree. We call the monomial algebra $B'_{i}$, simulating the classical Birkoff model. Then we consider the Groebner basis of the toric ideal of $B'_{i}$ with respect to the lexicographic order but different term orders can be introduced. The corresponding subpolytopes are described and studied. For a few values of $i > 1$, we compute all the objects associated to the problem, giving some interpretations.
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The minisymposium aims to gather the italian community of scientists working on the mathematical modelling and numerical simulation of mechanobiology at a tissue scale, with an emphasis on the biomedical perspective. Specific issues of interest will be the microcirculation, the growth of malignant tissues, the cellular and subcellular mechanics, nanomedicine and muscles. Both experimental, modeling and numerical methodologies will be tackled.
Motility of cells, whose typical size is in the tens of micrometers, is at the root of many fundamental processes in Biology. These include the immune system response, the establishment of connections in the nervous system network, metastatic tumour cells crawling to invade nearby tissues, and sperm cells successfully swimming their way by beating a flagellum until they reach and fertilise an egg cell. The detailed understanding of the mechanical processes enabling biological locomotion at the micro-meter scale is still a challenge. In addition, motile cells can be regarded as micro-meter-scale, self-sufficient machines capable of executing controlled motion. Their design has been optimised by evolution and natural selection. Learning the mechanical details of how cells move may guide the future design of bio-inspired, motile microscopic devices capable of navigating inside the human body for diagnostic or therapeutic purposes [7, 8, 1]. While the idea of building artificial devices emulating the capabilities of motile cells is quite natural, much remains to be done for this to be practical.

In recent years, we have been studying the mechanical bases of cellular motility by swimming and crawling [3, 6]. In the context of swimming motility, our research has paid special attention on the connections between low Reynolds number swimming and Geometric Control Theory, and on the geometric structure of the underlying equations of motion [3, 6, 2]. The goal of our emphasis on conceptual principles has been the attempt to extract, from the study of the biological template, “recipes” for the successful design of engineered bio-inspired constructs. As a concrete example of our approach, we report on recent progress on reverse engineering of the euglenoid movement [5, 4].

Euglenids are unicellular aquatic organisms capable of moving either by beating a flagellum or by executing dramatic shape changes. These are accomplished thanks to a complex structure underlying the plasma membrane, made of interlocking proteinaceous strips, microtubules, and motor proteins. We discuss the mechanisms by which the sliding of pellicle strips leads to shape control and locomotion, which have been studied by means of both theory (through the mechanics of active surfaces and its coupling to computational fluid dynamics for the surrounding fluid) and experiments. Moreover, we have implemented them into a new concept of surfaces with programmable shape, obtained by assembling 3d-printed strips in a construct mimicking the biological template. We show that the subtle balance between constraints and flexibility leads to a wide variety of shapes that can be obtained with relatively simple controls. This suggests that euglenids
exploit the passive resistance of body parts to reduce the complexity of controlling their shape. This is in close analogy to the notion of “morphological computation”, which has been advocated for the design of soft robots inspired by biological systems.

Acknowledgments  This research has been funded by the European Research Council under the European UnionÕs Seventh Framework Programme (FP/2007D2013)/ERC Grant Agreement No. 340685-MicroMotility (ERC Advanced Grant).

References


Mechanobiology of tumor growth: emerging paradigms from mechanics of porous medium systems

Giuseppe Sciumè
University of Bordeaux
I2M - Esplanade des Arts et Metiers 33405 - Talence France

giuseppe.sciume@u-bordeaux.fr

Andreas Bikfalvi
University of Bordeaux
INSERM U1029 - Allee Geoffroy Saint Hilaire Bat. B2, 33615 - Pessac France

andreas.bikfalvi@u-bordeaux.fr

Experimental and clinical cancer research has clearly established that in addition to chemical and biological factors, physical forces have a primary role on tumor growth [1, 3]. Actually, a growing tumor mass is an open thermodynamic system interacting with the host tissue and its vascular and lymphatic systems with which it exchanges mass and energy. Its phenomenology is very complex because several factors coupled each other impact on tumor cells proliferation and this makes mathematical modeling of tumor growth a demanding and challenging task.

A multiphase model for tumor growth during the avascular stage is presented [4-6]. The mathematical formulation has been developed within the framework of Thermodynamically Constrained Averaging Theory (Gray and Miller [2]). Tumor tissue is modeled as a multiphase system including four phases: the extracellular matrix, ECM, tumor cells, TC (mixture of living and necrotic tumor cells), healthy tissue cells, HC, and interstitial fluid, IF. The ECM is the solid phase of the system and is modeled as a deformable porous continuum, while TC, HC and IF are modeled as immiscible fluid phases. Advection-diffusion of oxygen in IF is also considered, with oxygen assumed being the species having the main impact on cellular metabolism, growth and necrosis.

Examples of biological interest, such as growth of spheroids in vitro and in vivo, tumor growth in proximity of blood vessels (which generates cell clusters having the shape of a spindle, commonly called tumor cord) and growth of a skin melanoma are presented.

Finally, on ongoing work on modeling of vascular tumor growth is briefly outlined. Modeling of angiogenesis by accounting for blood vessels as a new phase in the porous medium system upgrades the mathematical model for tumor growth during the vascular stage and makes it suitable for simulation of drugs transport/delivery and prediction of tumor response to therapeutic regimens.
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A basic recent understanding in stem cell differentiation is that the cell is able to translate its shape (e.g. roundish or deformed) into a fate decision. However, the mechanisms by which phenotype expression is regulated by cell shape are complex and poorly understood. Our hypothesis is that cell deformation induces nuclear deformation, which in turn causes strains in the nuclear envelope (NE). These strains cause a change in porosity/permeability of the NE to the traffic of transcription factors involved in stem cell differentiation [1]. To demonstrate this hypothesis, we set-up a numerical model of the interaction between the nuclear pore complexes (NPC) and the NE. It is worth mentioning that the NPC is assumed as a multiprotein structure with a "basket shape" in the nuclear side that plays a significant role in the transport of solutes through the NE [2, 3].

In parallel to the computational modeling and analysis, we recreated in the laboratory the two extreme deformation conditions for the NE by using mesenchymal stem cells (MSC) derived from the bone marrow of adult rat; the cells were seeded and grown on two different substrates: i) a glass flat surface, and ii) a 3D nanoengineered synthetic niche. The flat surface leads to the deformed nuclear configuration, whereas the niche induces the roundish nuclear shape. MSC were incubated at 37°C with 0.1 µM of Hoechst 3342, a vital and fluorescent little (615 Dalton) molecule, that can freely diffuse inside the cells and bind stably to the DNA. After 10 minutes cells were washed in PBS three times and then placed on a fresh cell culture medium. Samples were mounted into the FluoView10i laser scanning confocal microscope (Olympus) to acquire images (with 30 µm depth and step 1 µm) of the cells in both configurations. The nuclear intensity/pixel of each cell is
calculated by manual segmentation of the nuclei and by measurement of the fluorescence intensity of the region of interest.

In order to couple a change in permeability of the NE at the microscale with a change in configuration of a single NPC at the nanoscale (in response to the deformation applied to the NE), we incorporated the measured data of the nuclei main axis from [1] into a computational model of the NPC-NE mechanical interaction. Such experimental measurements were taken inside and outside the aforementioned niches. Considering that the NPC is directly attached to the nuclear lamina, the effect of the nuclear deformation due to mechanotransduction will directly open or close the effective area of the pores, thus increasing or decreasing the permeability of the NE. Here we propose a numerical model that defines the permeability as the areal ratio between the whole nucleus surface area and the total area of the pores. A value of diffusion is then calculated as the product of the permeability and the maximum diffusion coefficient in the cytoplasm (free diffusion) of Hoechst 33342 calculated by means of the Stokes-Einstein law and its molecular weight [2].

Using the continuum mechanics theory for thin lamina, we calculate the pore opening as a function of the local Green-Lagrange deformation tensor at every point on the nuclear surface. We considered an equispaced distribution of NPC’s on the NE so that a local permeability is then calculated by dividing the occupied area of a deformed pore by the corresponding NE local area. To do that, we considered the cell as incompressible, that means, the final ellipsoidal volume from [1] will be equal to its corresponding ”zero-stress” spherical configuration. Finally, a strain-dependent value of diffusion was calculated and directly applied to a passive transport finite element simulation following the Fick’s laws of diffusion.

Our preliminary simulation results show a faster transport of solutes on the deformed NE as compared to the roundish nucleus (a ratio of 7.66:1 faster in the deformed nucleus with respect to the roundish configuration). These results correlate well with experiments performed with Hoechst 33342 where a significantly higher intensity per pixel was found in highly deformed nuclei (cells on the flat surface), suggesting a faster transport through the NE with respect to less deformed nuclei. These results indicate the strain dependence of the passive diffusion process of nucleocytoplasmic transport of solutes. In addition, the computational model is able to recreate such passive transport dependency with respect to the deformation of the nucleus.

This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No 646990 - NICHOID).
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Loss of performance in skeletal muscle tissue: a continuum model
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Skeletal muscle tissue, whose principal role is the production of force and hence movement, is a highly-ordered hierarchical structure. Muscular fibres, the cells of the tissue, are organized in fascicles, where every fiber is multiply connected to nerve axons. They contain a concatenation of millions of sarcomers, which are the fundamental unit of the muscle and the actuators of activation, the mechanism by which a muscle produces force.

The aim of this contribution is to propose a mathematical model of skeletal muscle tissue with a reduced performance, which is typical of a geriatric syndrome named sarcopenia [6]. Sarcopenia is defined as the loss of skeletal muscle mass and strength that occurs with advancing age. Although nowadays the syndrome affects more than 50 millions people, so far there are no compelling tests for its diagnosis and many efforts are made by the medical community to better understand it. Therefore it is desirable to build a mathematical model of muscle tissue affected by sarcopenia.

We will model the tissue as a transversely isotropic and incompressible continuum material. The former assumption is motivated by the alignment of the muscular fibres, while the latter is ensured by the high water content of the tissue. Focusing our attention only on steady properties, we neglect the viscous effects and restrict ourselves to the framework of hyperelasticity. In the model that we propose, there are three constitutive prescriptions: one for the hyperelastic energy when the tissue is not activated (passive energy), one for the activation and one for the loss of performance.

As far as the passive part is concerned, we assume an exponential stress response of the material, which is customary in biological tissues. Denoting with $F$ the deformation gradient and with $C = F^T F$ the right Cauchy-Green tensor, the hyperelastic strain energy density is given by

$$W(C) = \frac{\mu}{4} \left\{ \frac{1}{\alpha} \left[ e^{\alpha(I_p - 1)} - 1 \right] + K_p - 1 \right\},$$

where $I_p$ and $K_p$ are two generalized invariants which account for the isotropic and anisotropic components of the tissue. Here $\mu$ is an elastic parameter and $\alpha$ a positive dimensionless material parameter. Such an energy density is a slight simplification of the one proposed in [3]; in particular, it is polyconvex and coercive.

Coming to the activation, a recent and very promising way to describe it is the so called active strain approach [2], where the extra energy produced by the activation mechanism
is encoded in a multiplicative decomposition of the deformation gradient in an elastic and an active part:

\[ F = F_e F_a. \]

Unlike the classical active stress approach, in which the active part of the stress is modeled in a pure phenomenological way and a new term has to be added to the passive energy, the active strain method does not change the form of the elastic energy, keeping in particular all its mathematical properties. Furthermore, in the case of muscles the active strain approach is more adherent to the physiology of the tissue, being a mathematical representation of the contraction of the sarcomeres at the molecular level. The active strain approach has firstly been applied to the skeletal muscle tissue in [4].

Finally, we consider the loss of performance, which is one of the novelties of our model. We model it in two components, both typical of sarcopenia: the loss of muscle mass and the loss of activation. The former is encoded in the model by a percentage parameter \( g \) which measures the fraction of muscle fibres which are not active anymore; the latter is represented by a damage parameter \( d \) which reduces the active part of the stress by a given percentage. The lack of experimental data on the elastic properties of a sarcopenic muscle tissue does not allow any fitting of the two parameters; however, the proposed model can be numerically implemented using finite element methods and some different scenarios can be studied.

We will present some results obtained using FEniCS [1], an open source collection of Python libraries, showing that the experimental results of [5] on the passive and active stress-strain healthy curves, obtained \textit{in vivo} from a tetanized tibialis anterior of a rat, can be well reproduced by our model in the healthy case. Further, the behavior of the tissue when \( g \) and \( d \) increase is analyzed.
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A Cahn-Hilliard type model with degenerate mobility and single-well potential. Convergence and error analysis of a finite element discretization.
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In this presentation we introduce a Cahn-Hilliard type equation with degenerate mobility and single-well potential of Lennard-Jones type, which models the evolution and growth of biological cells such as solid tumors. In this model the degeneracy set of the equation and the singularity set of the cellular potential do not coincide, and the absence of cells is an unstable equilibrium configuration of the potential. This features introduce a nontrivial difference with respect to the Cahn-Hilliard type equations analyzed in the literature so far. We formulate a finite element approximation of the problem, where the positivity of the solution is enforced by means of a discrete variational inequality. We prove the existence and uniqueness of the discrete solution, together with the convergence to the weak solution, and we study the error analysis of the approximation. We also present simulation results, by which we verify the a-priori error estimates and study the dynamics of the spinodal decomposition and the growth and scaling laws of phase ordering dynamics.
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The minisymposium aims to gather the Italian community of scientists working on the mathematical modelling and numerical simulation of mechanobiology at a tissue scale, with an emphasis on the biomedical perspective. Specific issues of interest will be the microcirculation, the growth of malignant tissues, the cellular and subcellular mechanics, nanomedicine and muscles. Both experimental, modeling and numerical methodologies will be tackled.
Numerical analysis of multi-dimensional models for network flow in biological systems
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Network structures can be detected in almost every biological system, since they are often responsible for the transport of fluids, nutrients or oxygen [1]. Such a network structure is for example a blood vessel network supplying organs with oxygenated blood or removing metabolic waste from the tissue [2]. A further example is the root network of a plant, ensuring the water supply of the plant [3] (see Figure 1). One way to obtain a realistic model for such processes is based on a domain decomposition approach. Thereby,
the network structure is separated from the surrounding medium and different models are assigned to both domains. Quite often the surrounding medium (e.g. tissue or soil) can be considered as a three-dimensional (3D) porous medium. In order to decrease computational costs while maintaining a certain degree of accuracy, flow and transport processes within the networks are modeled by one-dimensional (1D) PDE-systems. A coupling of the network and the porous medium model is achieved by first averaging the 3D quantities and projecting them onto the 1D network structure. As a next step, the difference of the averaged 3D and 1D quantities is computed and incorporated into the source terms of both the network and the porous medium model, where the source term of the 3D problem exhibits a Dirac measure concentrated on the 1D network [4, 6].

In this talk we are concerned with the numerical analysis of PDE systems arising in the context of this model concept [5, 7]. In particular, it is investigated how the Dirac source terms and averaging operators affect the convergence behavior of standard finite element methods. Therefore, elliptic and parabolic model problems with Dirac source terms and averaging operators are investigated. Our theoretical results are confirmed by numerical tests.
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Mathematical models of flow and transport processes in and between the microcirculation and the surrounding tissue can contribute to understanding complex biological processes and guide treatment of vascular diseases and cancer. Models of root water uptake, nutrient uptake in crops and soil evaporation processes can help to make crop cultivation more efficient and to understand plant behavior in drying soils. The vast number of vessels, i.e. roots or blood capillaries, demand dimensionally reduced models of the network systems to describe the interaction with the surrounding bulk domain on a reasonable scale. Both problem can be tackled by the recently introduced embedded multi-dimension methods.

Embedded multi-dimension methods or embedded multi-scale methods with a dimensional gap of two were firstly introduced and analyzed in a mathematical framework in [1]. However, very similar methods have been suggested earlier for the modeling of plant root water uptake in [2, 3]. The methods feature two coupled PDE systems, one posed on a three-dimensional bulk domain, the other posed on a one-dimensional network domain that is geometrically embedded in three-dimensional space. They present an improvement over methods where micro-scale quantities are volume-averaged and upscaled yielding homogenized model descriptions on the macro-scale. Instead of upscaling certain interesting features, as the capillary network in a vascularized biological tissue or the root system of plants, these features are discretely resolved.

We present a new idea how to derive those models motivated by the fluid processes and the geometrical embedding in the bulk domain and the included network feature. The coupling
between the network domain and the volume-averaged bulk domain can be interpreted as numerical upscaling of the network domain. We compare the multi-dimension model with fully volume-averaged models on the same domain model-theoretically and numerically. We investigate the question of model limitation with respect to the grid resolution of the network and the bulk domains.

As application examples, we present an improved root water uptake model including soil evaporation processes to the atmosphere using an embedded multi-dimension method with finite volume discretization (see left figure). The independent grids allow for easy modification of the root architecture, and even for the modeling of root growth sensitive to soil parameters. As a second application we present the transport of a therapeutic agent TRAIL in tumorous tissue (see right figure). Studies on small vessel networks for drug proliferation in tumorous tissue were conducted by [5]. Studies on larger networks by [4] used a dual continuum model description in a volume-averaged sense to be able to model larger domains. We suggest that an embedded multi-dimension method with finite volume discretization might be a solution to bridge the scales between micro and organ-scale.
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Can a continuous mineral foam explain the stiffening of aged bone tissue?
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Recent experimental data revealed a stiffening of aged cortical bone tissue, which could not be explained by common multiscale elastic material models. We explain this data by incorporating the role of mineral fusion via a new hierarchical modeling approach exploiting the asymptotic (periodic) homogenization (AH) technique for three dimensional linear elastic composites. We quantify for the first time the stiffening that is obtained by considering a fused mineral structure in a softer matrix in comparison with a composite having non-fused cubic mineral inclusions. We integrate the AH approach in the Eshelby-based hierarchical mineralized turkey leg tendon model [1], which can be considered as a base for musculoskeletal mineralized tissue modeling. We model the finest scale compartments, i.e. the extracellular space and the mineralized collagen fibril, by replacing the self-consistent scheme with our AH approach. This way, we perform a parametric analysis at increasing mineral volume fraction, by varying the amount of mineral that is fusing in the axial and transverse tissue directions in both compartments. Our effective stiffness results are in good agreement with those reported for aged human radius and support the argument that the axial stiffening in aged bone tissue is caused by the formation of a continuous mineral foam. Moreover, the proposed theoretical and computational approach supports the design of biomimetic materials which require an overall composite stiffening without increasing the amount of the reinforcing material.
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The term “nanomedicine” is generally interpreted as the application, integration, and translation of nanotechnology to biomedical sciences. Nanomaterials with a characteristic size ranging between 1 and 100 nm manifest unique, size-dependent properties in physicochemical phenomena and can be effectively used to manipulate, measure, stimulate, and perturb a biological system. Over the last decade, a myriad of devices and systems at the nanoscale have been developed for the diagnosis, imaging, and therapy of diseases. These include nanoparticles for the systemic delivery of imaging and therapeutic agents; nano/micro-fluidic systems for organ-on-a-chips; metallic nanoparticles for molecular sensing; electromagnetic nanosensors for the operation and control of medical devices; nanofibers for tissue engineering; and many others. The large majority of these nanosystems have been developed following a rather empirical approach, while the notion of rationally designing nanostructures, nanodevices, and nanoparticles has been only recently realized.

The use of computational modelling in the design of nanostructures and nanodevices for biomedical applications would certainly help in optimizing their performance in vivo and in understanding/predicting the detailed behavior of the biological system, per se. As such, the objective of this lecture is to emphasize the importance of “Computational Nanomedicine” as a critical tool for facilitating the integration of nanotechnology with biomedical sciences. As computational mechanics has already had a profound impact on science and technology over the last decades, we expect that Computational Nanomedicine could have an equally pervasive impact in rationally designing nanostructures, nanodevices, and nanoparticles for biomedical applications. The lecture will focus on three major topics: i) the rational design of non-spherical nanoconstructs for the systemic delivery of therapeutic and imaging agents; ii) the development of nanoparticles for more efficient Magnetic Resonance imaging; and iii) the analysis of tumor growth and metastatization in different biological environments [1, 2, 3, 4, 5].
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Understanding the margination dynamics of particles transported in fluids is a crucial aspect in the treatment and early-detection of cancer, having a direct relation with the number of the injected particles that reach the target tissue. A particle transported in a channel that laterally marginates toward the wall during its motion has an enhanced probability of an efficient binding to specific targeted sites. This is a complicated dynamical process, in which the fluid dynamics plays an important role, including rolling events that are critical to the search process of particles near target, and strongly depend on the particle geometry [1]. In order to study the near wall dynamics of particles transported by the flow, a coupled Eulerian-Lagrangian approach is presented. The flow field is solved by means of a Lattice Boltzmann (LB) method [2] on a fixed Eulerian mesh, relying on a suitable Immersed Boundary (IB) technique to take into account the presence of moving and deforming bodies [3], while the suspended cells/particles are treated as Lagrangian solid domains immersed in the Eulerian fluid mesh [4, 5]. Individual particles will be modeled as membranes enclosing an incompressible fluid, and discretized by means of an unstructured triangular mesh [5, 6]. A weakly coupled fluid-structures interaction is employed, imposing the no-slip boundary condition on the surface of the solids and, after evaluating the hydrodynamic forces on the moving bodies, solving the rigid-body dynamic
equations. Numerical simulations will be performed to study the particle margination dynamics varying particle-related parameters, namely shape (spherical, ellipsoidal – either prolate or oblate –, discoidal, biconcave, biconvex), size and density, as well as flow-related parameters, such as shear rate, Reynolds number (at low values) and ratio between the channel height and particle main length. The main objective will be the evaluation of the effective lateral migration coefficient for the transported particles along with its rotation rate and equilibrium orientation with respect to the channel walls.
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Modelling the vascular transport and adhesion of man-made particles is crucial for optimizing their biomedical efficacy as carriers of therapeutic and imaging agents\cite{1,2,3}. Here, a Lattice Boltzmann (LB) and Immersed Boundary (IB) methods are combined together for predicting the dynamics of particles with different size and shapes in a laminar flow. For the LB modelling, the lattice equation is derived using a Gauss-Hermite projection\cite{4}, wall boundary conditions are imposed through the Zou-He framework\cite{5}, and a moving least square algorithm is used to accurately reconstruct the forcing term accounting for the presence of the immersed boundary\cite{6}. The dynamics of particles immersed in the flow is simulated through a rigid-body–dynamics equations solver\cite{7} weakly coupled iteratively with the flow solver.

First, mechanisms regulating the lateral drifting of particles across the stream lines, particle margination, are investigated as a function of the size, shape, and local hydrodynamic conditions. More specifically, elliptical particles with different aspect ratios, namely AR = 1 (i.e.: circles), 2 and 5 are considered with Reynolds number varying within a broad range (Re=0.001–5) representing small, medium, and large blood vessels of the circulatory system. Moreover, the ratio between the particle characteristic size and the vessel wall diameter, blockage ratio, is changed between 0.1 and 0.9.

Then, the particle surface is decorated with a uniform distribution of adhesive molecules, ligands, mediating the specific adhesive interaction with counter-molecules, receptors, distributed over the vessel walls. The molecular adhesive forces arising at the interface between the particle and the vessel wall is computed through a probabilistic approach determining bond formation and destruction over the entire particle surface\cite{8}. Therefore,
the specific vascular adhesion can be estimated as a function of different hydrodynamic conditions and of the particle size, shape, and surface coating. While aspect ratios, blockage ratios and Reynolds number vary within the ranges defined above, four different surface densities of ligand molecules are considered providing a 30, 50, 70, and 90% coverage of the total particle surface. In conclusion, this work presents a computational model for predicting the vascular dynamics of particles in terms of their geometrical and biophysical properties within blood vessels of different calibre. This model would support the rational design of more efficient nanomedicines for theranosis in cancer, cardiovascular, and neurodegenerative diseases.
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Geometrically unfitted Finite Element Methods is a class of discretization methods for partial differential equations (PDEs) where the geometry is allowed to cut through the fixed background mesh on which the PDE is discretized. Boundary and interface conditions are usually imposed via a weak coupling and in many cases stabilization terms are added to handle cut elements. This technique allows for great flexibility in handling problems with heterogeneities and (moving) interfaces that can be non conforming with the computational grid, allowing for simple domain discretizations even in realistic applications with complicated and/or evolving geometries. This minisymposium aims at gathering researchers active on all aspects of these methods, including analysis, applications and implementation.
Space-Time Cut Finite Element Methods

Sara Zahedi
Department of Mathematics, KTH Royal Institute of Technology
SE-100 44 Stockholm, Sweden
sara.zahedi@math.kth.se

Peter Hansbo
Department of Mechanical Engineering, Jönköping University
SE-551 11 Jönköping, Sweden
peter.hansbo@ju.se

Mats G. Larson
Department of Mathematics and Mathematical Statistics, Umeå University
SE–901 87 Umeå, Sweden
mats.larson@math.umu.se

Finite element methods are famous for efficiently solving PDEs in complex geometries. However, when the geometry is moving the required remeshing and interpolation [3] leads to significant complications when the geometry undergoes strong deformations, especially in three space dimensions. We present a new computational method for solving Partial Differential Equations (PDEs) in dynamic geometries. Such PDEs occur in multiphase flow problems modeling for example the evolution of surfactants. The model we consider is given by a time-dependent convection-diffusion equation on the interface separating two immiscible fluids coupled with a time-dependent convection-diffusion equation in the bulk. Our method [4] is based on a space-time formulation using discontinuous elements in time and continuous elements in space on a fixed background mesh. The interface can be arbitrarily located with respect to the background mesh and a cut finite element method is used to discretize the bulk and interface problems. In the cut finite element method the bilinear forms associated with the weak formulation of the problem are directly evaluated on the bulk domain and the interface, essentially using the restrictions of the basis functions to the computational domain. We add a consistent stabilization term [1] which ensures that 1) our method leads to linear systems with bounded condition number, 2) the numerical scheme for the surface PDE is stable also for convection dominated problems. In addition, the proposed method is very simple to implement since it only relies on spatial discretizations of the geometry at quadrature points in time and results in the same computations as in the case of stationary problems. Numerical results indicate that the method is optimal order accurate; we have also proven optimal order of accuracy for a related stationary coupled bulk-surface problem with a linear coupling term in [2].
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A Discontinuous Cut Finite Element Framework for Multidimensional Multiphysics Problems
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We consider a discontinuous cut finite element framework for the numerical solution of PDEs posed on and and coupled through domains of different topological dimensionality. To allow for a flexible discretization and easy coupling with PDEs on lower dimensional manifold-type domains, the lower-dimensional geometries are embedded in an unfitted manner into a three dimensional background mesh consisting of tetrahedra. Since the embedded geometry is not aligned with the background mesh, we use the trace of discontinuous finite element functions defined on the tetrahedra as trial and test functions in the discrete variational formulations. As the resulting linear system may be severely ill-conditioned due to possibly small intersections between the embedded manifold and the background mesh, we discuss several possibilities for adding weakly consistent stabilizations terms to the original bilinear form. The proposed discretization schemes have optimal convergence properties and give raise to discrete linear systems which are well-conditioned independent of the intersection configuration. We conclude the presentation by illustrating the theoretical findings by a series of numerical experiments. As application examples, we consider a convection-diffusion interface-bulk problem with high constrast in the bulk diffusivity and the flow in porous media with fractures/faults.
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Viable and effective simulations of the flow in underground reservoirs are a challenging task, of great importance for many practical applications such as the enhanced production of oil and gas, the geological disposal of pollutants or of nuclear waste, water resources management or geothermal applications. The subsoil is a porous medium characterized by the presence of discontinuities, such as inclusions or fractures. In some circumstances the fractures can significantly alter the flow properties and determine the preferential flow path such that the description of the fracture system is fundamental. Discrete Fracture Network (DFN) models can be used in these cases to provide a detailed description of the fractures in the subsoil that is thus modelled as a set of intersecting polygons, resembling the fractures in the underground, surrounded by a porous rock matrix. The data for the generation of DFNs for a specific geological site are derived from on-site measurements and laboratory tests, in order to build probability distributions for quantities as the size, the orientation, the density and the hydraulic properties of the fractures and of the surrounding porous matrix. Difficulties in flow simulations in DFNs come from the geometrical complexity and the size of such computational domains (see Figure 1 left). Intersections among fractures, also called traces, are represented by segments in the model, and constitute interfaces of non-smoothness for the solution, and
problem-specific matching conditions need to be imposed at these interfaces. In realistic networks there can be a large number of traces in each fracture, intersecting each other with extremely narrow angles, or disposed very close to each other. Further, the traces in the same fracture can have lengths of different orders of magnitude, giving an intrinsic multi-scale nature to the problem.

Standard simulation approaches rely on meshes conforming at the intersections among fractures and on standard finite elements to compute the numerical solution. Conformity is needed in order to impose the matching conditions and to correctly reproduce the irregular behaviour of the solution at the traces. However, as a consequence of the mentioned geometrical issues, conforming meshes on DFNs are typically of low quality for the large number of geometrical constraints, or, in some cases, are even impossible to generate, for the same reason.

A new solution strategy has been recently proposed for the flow problem in DFNs,
that does not require mesh conformity at fracture intersections, as the mesh proposed in Figure 1. This approach is based on a PDE-constrained formulation of the problem, in which conditions at the interfaces correspond to the minimum of a properly designed cost functional. The solution of the problem is obtained minimizing this functional constrained by PDE equations in the interior of the fractures, expressing the governing law for the flow in the network. The structure of the cost functional can be devised in order to also prescribe boundary conditions to the problem [7], whereas the constraint equations can be customized to solve problems with different governing laws, as for example stationary/unsteady Darcy problems or unsteady advection-diffusion problems for the dispersion of pollutants [1]. The eXtended Finite Element method (XFEM) [8] has been profitably combined with the method, in order to enhance the description of the solution near the traces on the non conforming meshes. Also, the optimization approach shows an intrinsically parallel nature that allows to efficiently tackle the size of the problem. The proven robustness of the method has been exploited for uncertainty quantification analyses bases on non intrusive approaches such as the stochastic collocation or multi-level Monte Carlo methods.

Numerical results have been provided on complex and realistic networks showing the viability and the performances of the proposed approach. The steady-state hydraulic-head problem was solved in large DFNs with highly heterogeneous hydraulic transmissivities, spanning several orders of magnitude, and with severe geometrical characteristics, see e.g. Figure 2. Solution quality is measured in terms of some error indicators also allowing for a comparison of the solution on networks with very different characteristics. Unsteady advection-diffusion problems describing the dispersion of pollutants in the underground have been solved, still in DFNs presenting all the geometrical complexities of realistic networks (see e.g. Figure 3). Advection-dominated flow regimes have been considered using stabilized approaches, thus providing a viable approach for time-dependent simulations in large and arbitrarily complex DFNs.
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Quadrature and Stabilization of XFEM Formulations
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One of the most attractive properties of the eXtended Finite Element Method is its ability in dealing with discontinuities, interfaces and singularities without the need for the mesh to conform to these features. This is obtained by enriching the finite element approximation space by additional functions tailored to represent the physics of the particular problem at hand. Although the method is straightforward to implement and shows very good convergence properties, known shortcomings are how to effectively compute the enriched element matrices and how to deal with cases that may lead to indeterminate systems of equations, like in the case of a strong discontinuity crossing an element at a node. In this contribution a possible solution to these issues will be shown: quadrature based on equivalent polynomial mapping [1, 2] and enrichment independent penalty stabilization. The first allows to map Heaviside function enrichments on polynomials, allowing for a traditional Gaussian quadrature at the element level; the second introduces penalty stabilization terms for recovering a well conditions system of equations as well as a correction term to eliminate the unwanted effect of the penalty terms.
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The complex dynamical behaviour of large pedestrian crowds has always fascinated researchers from various scientific fields. Academic studies began in earnest in the last century, starting with empirical observations in the early 1950’s and continuing with the development of models in the field of applied physics. In recent years, applied mathematicians have become increasingly interested in analytical aspects as well as computational challenges related to simulation and calibration of pedestrian dynamics. The complex interactions between individuals as well as the physical surrounding result in non-linear partial differential equations or systems thereof, which often have a multi-scale nature.

This mini-symposium aims to highlight novel developments in the field of mean-field models for pedestrian dynamics. A special focus lies on the question how individual interactions and spatial structures such as networks lead to the organisation of pedestrian flows. We discuss recent analytic as well as computational findings for various nonlinear PDEs models as well as optimal control approaches.
Binary interaction approximation for mean-field optimal control problems
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In this talk I will present some recent developments on a class of numerical methods for the optimal control of multi-agent systems. Due to the high-dimensionality and the non-linearities of this type of problems, standard techniques usually fail or they are completely inefficient. In order to reduce the complexity of the problem, I will propose a general framework based on the approximation of the microscopic dynamics through a Boltzmann-like equation, showing that under a suitable scaling this is equivalent to the mean-field description of the original problem. Thereafter, I will present a set of algorithms, based on the simulation of the binary interactions of the Boltzmann dynamics, which allows to solve the mean-field optimal control problem. Several numerical example will show the efficiency of the proposed strategies in the context of crowd motion and opinion formations.
A Semi-Lagrangian scheme for a modified version of the Hughes model for pedestrian flow
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We present a Semi-Lagrangian scheme for a regularized version of the Hughes model for pedestrian flow. In [3], R. Hughes proposed a macroscopic model for pedestrian dynamics, which is based on a continuity equation and an Eikonal equation, describing the evolution of a large pedestrian group trying to exit a domain as fast as possible. We consider this model in presence of small diffusion. The theoretical analysis of this regularized version of the Hughes model has been done in [2] in 1D with homogeneous Dirichlet boundary conditions.

We focus on the numerical analysis of the proposed Semi-Lagrangian scheme. A Semi-Lagrangian scheme has been presented in [1] to deal with linear Fokker-Plank equations. In this work, we propose an extension of the scheme in [1] in order to deal with nonlinear FP equations posed on a bounded domain and we use a Semi-Lagrangian scheme to numerically solve the stationary HJB equation. Furthermore we illustrate the effect of small diffusion on the exit time with various numerical experiments.
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Ill-posed mean-field games in pedestrian and vehicular traffic
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In this talk we present a numerical investigation of two mean-field games which seem to be ill-posed, in the sense that multiple equilibria appear. The first model describes pedestrian flow in built environments [2], while the second one describes vehicular traffic on a road network [1]. Note that no second-order regularizing term is employed.

In both cases we face the problem of a large number of agents who aim at reaching a certain destination in minimal time. Agents are in competition since they move in the same domain and slow down each other with their presence. We assume agents to be perfectly rational, meaning that they are able to forecast with no errors the movements of the others at any time and decide their optimal path on the basis of their destination and the position of the others at both current and later times.

As a consequence, the models are constituted by a forward-backward system of PDEs. The first PDE is a conservation law which describes the evolution of the vehicle/pedestrian density given the optimal path from any origin to the desired destination. The second PDE is a Hamilton-Jacobi equation needed to solve the optimization problem which, in turn, depends on the whole distribution of agents in time and space. Preliminary numerical simulations show that multiple Nash equilibria of the systems exist. In particular, forward-backward iterations eventually oscillate between two possible solutions, without reaching convergence, cf. [3].
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A discrete Hughes’ model for pedestrian flow on graphs
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In this talk, we introduce a discrete time-finite state model for pedestrian flow on a graph in the spirit of the Hughes’ dynamic continuum model [3, 1]. The pedestrians, represented by a density function, move on the graph choosing a route to minimize the instantaneous travel cost to the destination. The density is governed by a conservation law whereas the minimization principle is described by a graph eikonal equation (cf. [2]). We show that the discrete model is well-posed and the numerical examples reported confirm the validity of the proposed model and its applicability to describe real situations.
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Non-local macroscopic models of traffic flow
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Non-local interactions can be described through macroscopic models based on integro-differential equations. Systems of the form

$$\partial_t u + \text{div}_x F(t, x, u, W) = 0, \quad t > 0, \ x \in \mathbb{R}^d, \ d \geq 1,$$

where $u = u(t, x) \in \mathbb{R}^N$, $N \geq 1$ is the vector of the conserved quantities and the variable $W = W(t, x, u)$ depends on an integral evaluation of $u$, arise in a variety of physical applications. Space-integral terms are considered for example in models for granular flows [3], sedimentation [4], supply chains [10], conveyor belts [9] and biological applications like structured populations dynamics [11]. In particular, equations with non-local flux have been recently introduced in traffic flow modeling to account for the reaction of drivers or pedestrians to the surrounding density of other individuals, see [5, 6, 7, 12]. While pedestrians are likely to react to the presence of people all around them, drivers will mainly adapt their velocity to the downstream traffic, assigning a greater importance to closer vehicles. In particular, and in contrast to classical (without integral terms) macroscopic equations, these models are able to display finite acceleration of vehicles through Lipschitz bounds on the mean velocity [5] and lane formation in crossing pedestrian flows [1, 2]. We will also present recent results on micro-macro limits of empirical measures converging to measure-valued solutions of the corresponding macroscopic evolution equation [8].
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A class of mean-field games models were introduced by J.M. Lasry and P.L. Lions to describe congestion and aversion effects in dynamics optimization within a population of many identical agents. The equilibria are solutions of forward-backward systems where Bellman and Fokker-Planck equations are strongly coupled and the Hamiltonian degenerates as the density of the agents becomes large. In this model the mean-field games system loses the variational character which is typical of a mean-field control formulation and some of the methods previously used cannot apply. In a joint work with Y. Achdou we prove existence and uniqueness results for this kind of mean-field games systems under general assumptions.
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The interest in using general polytopes (as opposed to more standard tetrahedra and hexahedra) for the discretization of partial differential equations enjoyed a very large growth in recent years, with the blossoming of various new methods and further development of existing ones (to name a few: polygonal fem, gradient methods and finite volumes, virtual elements, mimetic finite differences, polygonal Discontinuous Galerkin, weak Galerkin methods). The community is growing large, and interaction among different standpoints becomes very important. The aim of this minisymposium is to discuss recent developments in this area. The proposed topics include (but are not limited to) recent advances on polyhedral methods with particular attention to challenges in code
development, fast solution techniques and application of polyhedral methods to real-life problems.
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Subsurface flow simulation in a fractured medium is a challenging topic of great interest in several critical and up-to-date applications related to underground exploitation. Among these applications we mention geological storage, oil/gas enhanced production, water resources monitoring. 
Among the possible approaches to underground fractured media modelization, we consider here the Discrete Fracture Network (DFN) approach. Within this model, the fractures crossing the rock matrix are modeled as planar polygons variously oriented in the space, thus forming a 3D set. We consider the rock matrix as impervious, and the flow occurs along fractures; flux exchange takes place across fracture intersections, which are called *traces*. An example of DFN is depicted in Figure 1.

The networks are typically generated starting from random distributions for geometrical features (such as orientation in the 3D space, position, dimension, and aspect ratio) and hydro-geological properties (transmissivity).
One of the major challenges in performing DFN flow simulations is given by the issue of generating good quality meshes on each fracture for computing the solution and imposing matching conditions between the solutions on different fractures.
Also due to the stochastic generation, such process should be robust, thus being effective
on any arbitrary configuration, randomly generated. Namely, if classical triangular or quadrilateral meshes on the fractures are required to be conforming to the traces, and/or conforming each other, the meshing process for each fracture is fully dependent on the others. In this way, the mesh creation is a global process, yielding in practice a quite demanding computational effort. Furthermore, it may also result in an infeasible process, in some critical situations. In such cases some authors in recent literature prefer to modify the DFN removing problematic fractures. Here, we will discuss the application of the Virtual Element Method (VEM) [1] to the steady state simulation of the flow in DFNs. Within the approach proposed in recent works [3, 4, 5], we exploit the great deal of flexibility of VEM in using polygonal elements with an arbitrary number of edges, and also with parallel adjacent edges. This flexibility is used to efficiently tackle the geometrical complexity. More in details, in the approaches we are discussing herein, the VEM will be used within several possible solution techniques, which are coupled with several levels of mesh conformities: in conjunction with a PDE-constrained optimization approach [2, 3], with a totally non-conforming mesh; in conjunction with a mortar approach [4], introducing a partially conforming mesh; with a classical approach on a totally conforming polygonal mesh [5].

In all the approaches used, the VEM is exploited to tackle the interaction of mesh elements with the presence of traces. Indeed, we always start from a standard, arbitrary triangular mesh, independently built on each fracture, and independent of the trace disposition. Then, elements crossed by traces are cut in sub-elements. Trace tips falling inside an element, are prolonged up to the next element edge. With this procedure, elements with an arbitrary number of edges are obtained, possibly with vertices falling inside an edge, thus resulting in flat angles. An example of VEM mesh obtained with this procedure is
depicted in Figure 2. An optional mesh smoothing step can be performed, displacing element vertices, in such a way to improve the quality of the final polygonal mesh. Robustness and efficiency of the approach allow the application of the method to quite large and complex DFNs involving very complex geometrical situations like, for example, very small angles (less than one degree), coexistence of large and small fractures and both long and very short fracture intersections.
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The hydraulic head distribution inside a fractured medium can be computed, under suitable hypotheses, by modeling the medium with stochastically generated Discrete Fracture Networks (DFN, see Figure 1). Within this model the surrounding rock matrix is considered impervious and fractures are approximated by planar polygons mutually intersecting in space. The physical properties of the medium are suitably transformed in equivalent quantities that take the approximations into account. Using these models, uncertainty quantification strategies can be devised in order to compute quantities of interest such as mean value and variance for outgoing fluxes [9]. Those strategies require many repeated simulations, from which the need for efficient methods to solve pure diffusion or advection-diffusion problems. These numerical schemes should be able to deal with the many geometrical complexities that originate from the stochastic nature of
DFNs, generated by randomizing the orientation, dimension and aspect ratio of fractures. Among the resulting geometrical complexities, fracture sizes are usually very different, leading to problem in choosing a suitable meshsize to discretize the domain, and local meshes should be conforming to the intersections between fractures in order to be able to ensure continuity of the solution and balance of incoming and outcoming fluxes, while respecting the quality requirements that are requested to obtain an acceptable numerical solution.

In recent years, an interest is growing towards the development of numerical methods for PDEs designed to work on polytopal meshes. In this context, the Virtual Element Method (VEM) was developed, as an evolution of Mimetic Finite Difference Methods. This new method allows the use of any kind of polygons (even featuring flat angles) to mesh the spatial domain and proves to be robust to bad quality elements. This flexibility is exploited to tackle the geometrical issues cited above by cutting an initial simplicial mesh at fracture intersections (see Figure 2), thus making possible to compute the hydraulic head distribution, that could then be used to obtain the Darcy velocity and simulate, for example, the transport of a passive scalar through the DFN. In this context, a VEM Streamline Upwind Petrov Galerkin formulation can be defined that preserves the rate of convergence of the method and cures the instabilities that arise when dealing with advection dominated problems. Finally, the issue of estimating the error of approximation in a robust way with respect to jumps of the coefficient is of crucial importance to build adaptive strategies aiming at equidistributing the errors throughout the domain. A general framework can be established to obtain a residual based a posteriori error estimator, depending on a suitably built polynomial projection of the discrete VEM solution and not on the stabilization form which is part of the VEM discrete formulation and is not fixed but only defined by its scaling properties. This estimator is robust with respect to jumps of the coefficients under certain standard hypotheses. This general framework can be applied with slight modifications to DFN simulations.

Figure 1: An example of Discrete Fracture Network.
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Figure 2: Examples of meshes used in the context of Virtual Element Methods applied to DFN simulations. Elements are colored depending on the number of sides.
The \textit{hp} version of the virtual element method for corner singularities

\textit{Lorenzo Mascotto}  
Università degli Studi di Milano  
via Saldini, 51 20133 - Milano Italy  
lorenzo.mascotto@unimi.it

\textit{Lourenço Beirão da Veiga}  
Università degli Studi di Milano Bicocca  
Via Cozzi, 55 20125 - Milano Italy  
lourenco.beirao@unimib.it

\textit{Alexey Chernov}  
Carl von Ossietzky Universität  
Ammerlander Heerstraße, 114-118 G-26129 - Oldenburg Germany  
alexey.chernov@uni-oldenburg.de

\textit{Alessandro Russo}  
Università degli Studi di Milano Bicocca  
via Cozzi, 55 20125 - Milano Italy  
alessandro.russo@unimib.it

The Virtual Element Method (VEM) is a recent generalization of the Finite Element Method (FEM), see [1]. The main features of VEM are the employment of polygonal/polyhedral meshes (thus including non conforming meshes) and the possibility of building easily global spaces of arbitrary regularity, see [4, 5].

In [2], the $p$ version of VEM was introduced. $p$ methods differ from their $h$ counterparts since, while in the latter case the convergence of the error is achieved by mesh refinement, in the former the decomposition of the domain is kept fixed and the dimension of local spaces is increased. It was shown in [2] that, assuming high regularity of the solution, approximation by means of $p$ VEM leads to exponential convergence of the energy error, while, whenever the solution has a fixed Sobolev regularity, the rate of convergence is only algebraic.

In the present talk, based on [3], after recalling the notation and the results of [2], we discuss about the approximation properties of VEM in presence of corner singularities, that is the approximation of functions analytic at the interior of the domain but with fixed Sobolev regularity at its corners. We also show that it is possible to prove exponential convergence of the errors in terms of the number of degrees of freedom.

VEM seems to be particularly appropriate for the numerical treatment of this kind of problems, since it allows for an automatic geometric refinement towards the corners of the domain, without the need of reshaping the mesh, as in FEM, in presence of hanging nodes. We also present a new stabilization of the method, on which explicit bounds on $p$ are proven. Finally, numerical tests are shown.
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In the field of computational seismology the use of advanced numerical methods has become a fundamental tool in the study of the complex phenomena arising in real geophysical applications. The physics governing these phenomena can be described through the use of the elastodynamics system. In the last years there has been an impressive progress worldwide towards the development of highly accurate numerical methods for the simulation of seismic wave propagation under realistic tectonic and geo-morphological conditions. The increasing need for flexible and certified numerical models apt to include the coupled effects of the seismic source, the propagation path through complex geological structures and localized superficial irregularities, such as alluvial basins or/and man-made infrastructures, still poses challenging demands on computational methods and resources due to the coexistence of very different spatial scales, from a few tens of kilometers, with reference to the seismic fault, up to a few meters, or even less, when considering some structural elements.

In this work we introduce a discontinuous Galerkin (dG) finite element method (FEM) on meshes made of polygonal and polyhedral elements for the approximation of the elastodynamics equation in heterogeneous media. Under suitable assumptions, we prove the stability of the method and derive error estimates in a suitable mesh-dependent energy norm for the corresponding semidiscrete formulation. Moreover, we analyze the dissipation, dispersion and stability properties of the resulting scheme, when coupled with the Leap-Frog (LF) finite difference scheme. Numerical results for dGFEM on polytopic grids, are compared with those of the classical Spectral Element (SE) method on grids made by standard shaped elements. Finally, we apply the proposed method on benchmark as well as real test cases.
A stable Virtual Element Method for the Darcy equations and the Brinkman equations

Giuseppe Vacca
Università degli Studi di Bari
Via Edoardo Orabona, 4 70125 - Bari Italy
giuseppe.vacca@uniba.it

Lourenço Beirão da Veiga
Università degli Studi di Milano Bicocca
Via Cozzi, 55 20125 20133 - Milano Italy
lourenco.beirao@unimib.it

Carlo Lovadina
Università degli Studi di Pavia
Via Ferrata, 1 27100 - Pavia Italy
carlo.lovadina@unipv.it

The focus of the present talk is on developing a Virtual Element Method for the Darcy equations and for the Brinkman equations. In [1] we presented a family of Virtual Elements for the Stokes equations and we defined a new Virtual Element space of velocities such that the associated discrete kernel is pointwise divergence-free. We use a slightly different Virtual Element space for the Darcy equations having two fundamental properties: the $L^2$-projection onto $P_k$ is exactly computable on the basis of the degrees of freedom, and the $L^2$ scalar product is coercive on the discrete kernel with coercivity constant $h$-independent instead of $h^{-2}$ (if the discrete velocities in the kernel have vanishing divergence only in a projected sense as it happens for standard finite elements). The resulting numerical scheme has optimal order of convergence and continuous velocity solution. In particular we obtain a Virtual Element Method that is stable for both the Stokes and the Darcy equations. It is also natural to apply the same approach to the Brinkman equations than can be viewed as a combination of the Stokes and Darcy equations.
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Plenaries
High-order Discontinuous Galerkin methods for seismic wave propagation problems

Paola Antonietti
MOX, Dipartimento di Matematica
Politecnico di Milano

In this talk we present and analyse high order Discontinuous Galerkin methods for the space discretization of the elastodynamics equation. The proposed approach combines the flexibility of discontinuous Galerkin methods to connect together, through a domain decomposition paradigm, Spectral Element blocks where high-order polynomials are used. In such a way, the spatial discretisation and/or the local polynomial degree can be tailored to the region of interest.

This approach is particularly well suited for the simulation of complex wave phenomena, such as the seismic response of sedimentary basins or soil-structure interaction problems, where flexibility is crucial in order to simulate correctly the wave-front field. We analyse the semi-discrete formulation as well as the fully-discrete one, which is obtained through an explicit integration scheme. Some validation benchmarks are shown to verify the accuracy, stability and performance of the proposed approach.

We also present some simulations of real large-scale seismic events in three-dimensional complex media: from far-field to near-field including soil-structure interaction effects. The numerical results have been obtained with the high performance, open-source numerical code SPEED (see https://speed.mox.polimi.it).
Tools for spline-based methods

Annalisa Buffa
Istituto di Matematica Applicata e Tecnologie Informatiche del CNR
Pavia, Italy

In the last ten years the use of splines as a tool for the discretisation of partial differential equations has gained interests thanks to the advent of isogeometric analysis [1], [2]. In this context, the development of methods capable of alleviating the constraints on meshing imposed by the tensor product structure of spline spaces are needed and object of several studies. I will discuss a number of techniques going from mortaring approaches [4] to hierarchical splines for adaptivity [3]. For all methods I will discuss, I will present both theoretical and numerical results in the context of elliptic problems.

This research activity has been developed along the last years, in collaboration with several colleagues: C. Giannelli, B. Wohlmuth, L. Wunderlich, P. Antolin, F. Marini, M. Martinelli and G. Sangalli.
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Mathematical and numerical modeling for multiphysics problems

Alfio Quarteroni
CMCS, EPFL, Lausanne

When solving multiphysics problems, two basic issues need to be addressed: the mathematical formulation of the coupling mechanism that would be suitable for the numerical treatment and the efficient solution of the associated numerical problem that quite often features a very high dimension.

This presentation will touch upon both issues and will illustrate some recent ideas that have been elaborated for successfully coping with these challenges. In particular I will discuss the role of the Interface Control Domain Decomposition (ICDD) method to mathematically formulate the physical problem, the INTERNODES method for the numerical treatment of numerical non-conformities, and the FaCSI preconditioning strategy to efficiently solve the associated algebraic problem.

A few applications will be illustrated in the field of fluid dynamics, optimal design of parametrized problems, and life sciences.
Challenges in Computational and Data Science

Wil H.A. Schilders
Department of Mathematics and Computer Science
TU Eindhoven

For several decades, Computational Science has been recognized as the third discipline alongside the classical disciplines of theory and experimentation. Virtual design environments are commonplace by now, and used in all branches of industry. A prominent example is the virtual wind tunnel developed by the aerospace industry.

In recent years, a fourth discipline is emerging, centered around the availability of huge amounts of data, and therefore termed Data Science. Although the discipline so far appears to be claimed by computer scientists, there are many mathematical challenges, some naturally of a statistical nature but also in many other fields of mathematics. Especially interesting is the inter-linkage between computational and data sciences, also referred to as data driven science. The main aim remains to extract accurate models of phenomena and processes, but data driven science provides many more opportunities to address challenges that so far seemed unattainable, such as the ‘tyranny of scales’. In this context, model order reduction is also rapidly becoming an indispensable tool.

In this presentation, we will discuss the general context, zoom in to a number of specific challenges and methodologies and give several examples.
Kinetic Models in Socio-Economic Sciences

Giuseppe Toscani
Department of Mathematics
University of Pavia

In recent years, the distribution of wealth in a multi-agent society has been investigated by resorting to classical methods of kinetic theory of rarefied gases [1]. In analogy with the Boltzmann equation, the change of wealth in these models is due to microscopic binary trades among agents. The same strategy has been recently applied to investigate new aspects linked to different types of human wealth, like the role of personal knowledge [2] (information), personal conviction [3] and others.

In this lecture, we introduce and discuss various nonlinear kinetic equations of Boltzmann type and related Fokker-Planck type equations which describe the evolution of these quantities. Also, the coupled evolution is dealt with.

As main example, we will study the influence of knowledge in the evolution of wealth in a system of agents which interact through binary trades. The trades, which include both saving propensity and the risks of the market, are here modified in the risk and saving parameters, which now are assumed to depend on the personal degree of knowledge.

The numerical simulations show that the presence of knowledge has the potential to produce a class of wealthy agents and to account for a larger proportion of wealth inequality.
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